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ABSTRACT

This paper presents a decision support system for power load forecast and the learning of influence patterns of the socio-
economic and climatic factors on the power consumption based on mathematical and computational intelligenge
methods, with the purpose of defining the future power consumption of a given region, as well as to provide a mean for
the analysis of correlations between the power consumption and these factors. Here we use a linear modelo of regression
for the forecasting, also presenting a comparative analysis with neural networks, to prove its efectiveness; and aso
Bayesian networks for the learning of causal relationships from the data.
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1. INTRODUCTION

Load forecasting has always been the essential part of an efficient power system planning and operation [1]. Moreover,
with the power estimations the power suppliers can estimate satisfactorily the purchase of power based on the future
demand and in the relations of prices presented by the Brazilian suppliers, leading to a reduction of the difference
between the amount of energy bought and consumed.

Load forecasting must manipulate historical data of power loads (in MW) recorded. Then, as basic input for the studies
we have the historical data, obtained in convenient intervals. These data are influenced by many other random variables,
such as temperature, humidity; seasonalities, such as vacation times, etc. All these factors are then part of the input data
of the models, given the existing correlations with the consumption [2].

Since the methods used for load forecast only use the consumption data, it became necessary to offer a mean to analyze
these correlations. Hence the use of Bayesian networks to codify the probabilistic relations of the variables.

The work here presented was originated from the studies proposed for the research project “PREDICT - Decision
Support Tool for Load Forecast of Power Systems, approved by the Brazilian Control Agency of Power System
(ANEEL), in course since september of 2004. This project, developed together with the government of the State of Pard,
the Brazilian Amazon and the power supplier of the State of Para, aims at the implementation of a decision support
system using mathematical and computational intelligence models to estimate the purchase of energy needed in the
future and to make inferences on the situation of power system from the historical consumption and its correlation with
the climatic and socio-economic data.

This paper is organized as follow: regression methods for load forecast is subject of section 2. In the section 3 is
presented the Bayesian networks for measuring the correlations between consumption, climatic and socio-economic
conditions. Results are presented and analyzed in the section 4, a comparative application to the regresion analysis using
neural networks is also presented in this section. Section 5 presents the final remarks of the paper.

’ aex@interconect.com.br; phone +55 91 8131-9925; |prad.ufpa.br



2. DEMAND PREDICTION WITH REGRESSION METHODS

In this section the linear model of regression used for the data analysis is presented. The model was used to verify the
trend of the data, examining the past behavior in order to produce aforecast model for it.

The data available for the analysis correspond to the power consumption of a certain period, more specifically from
january of 1991 to march of 2005, in the State of Para, asis presented on Figure 1.
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Fig. 1. Power consumption from Jan/91 to Dec/05.
By observing the graphic we can see that neither its mean nor variance is constant, characterizing it as a non stationary
series, as we can better see from its correlogram on Figure 2.

From the correlogram we can see the non stationarity of the series, not only in level, but also that it does not achieve
stationarity on further differentiations (Figure 3).
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Fig. 2. Correlogramin level of the series.
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Fig. 3. Autocorrelation and partia correlation of the 1st, 2nd and 3rd differentiations of the series.

Once verified from its behavior that the data represents an “explosive” series, and that it does not achieve stationarity
when working with the series as a whole, a new approach was used, partitioning the once monthly series of data, in 12
annual series corresponding to the months from January to December.

From this approach, the series were then analyzed, presenting now a stationarity, asit can be seen by the correlograms on
Figure 4.
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Fig. 4. Autocorrelation and partia correlation of the data in the months from January to December.

The solution used for the linear model, in order to estimate future moments of the data series, is attained according to the
Method of Ordinary Least Squares, assuming the restrictions of the Gauss-Markov Theorem (see [3], [4], [9));
converging the regression model to aBest Linear Unbiased Estimator (BLUE).



Thelinear model can be expressed according to equation (1).

Y=o+ :BTt *+ & 1
Where:
Y, isthe value of the variable on period t ;

o istheintercept of the regression;
[ isthe slope coefficient of the regression;

T, isthe value of thetime variablein aperiod t ;

&, characterizes the random error.

Figure 5 presents the graphic for the series, now seraparated monthly.
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Fig. 5. Power consumption from 1991 to 2005 separated monthly.

A linear growth can be observed in the series throughout time, apart from the period that goes from 2001 to 2002,
characterized by the occurrence of a national measure for energy rationing. This rationing was due to the fact that around
85% of the country’s energy is generated from hydroelectric facilities, and that during such period, the water level in the
dams were way below the acceptable level; hence the Federal Government established a rationing, which drastically
reduced the power consumption [6].

In order to calculate the growth rate of the series, so that we could verify its future behavior, a geometric growth rate
model (2) was calculated.

Yo =Yo(L+r)' @
Where Y|, istheinitial value of the variableand I' isthe growth rate.
Applying the natural logarithm on both sides of the equation we have (3):
InY, =InY, +tIn(1+r) 3
Which we can rewrite as (4), assuming & =InY, and S =In(1+r).

InY, =+ AT + ¢, 4)



The growth rate becomes then related to the variable /3, which can be calculated according to (5):

e nY (YT)-D YD T
nY 123 T)

From the existing data (Jan/91 to Mar/05), a prior analysis was made, using only the data corresponding to the interval
until the year of 2004 (Jan/91 to Dec/04), estimating from them the sequence of values for the year of 2005; in order to
verify the trustworthiness of the estimator, and only then follow for a projection of its behavior for the year of 2006.

®)

Thus the growth rates were cal culated for each one of the 12 series, allowing a posterior estimation for each.

The results achieved by the application of the regression model, as well as its significance will be further explained on
section 4.

3. BAYESIAN NETWORKSTO MEASURE THE CORRELATIONSAMONG
CONSUMPTION, CLIMATIC, SOCIO-ECONOMIC CONDITIONS

Bayesian networks can be seen as models that codify the probabilistic rel ationships between the variables that represent a
certain domain [7] [8]. These models are formed by a qualitative structure, representing the dependencies between the
nodes, and a quantitative one (conditional probability tables of these nodes), quantifying these dependencies in
probabilistic terms [9]. Together, these components offer an efficient representation of the joint probability distribution
of the set of variables X for adomain [10]. Thejoint distribution is given by the following equation:

PO)=TTP(x, IPa) ®

in which Pa; are the father-nodes of X;. This representation makes it possible to substantially reduce the number of
probabilities that are handled.

Bayesian networks were chosen once that they ease the model understanding and the decision-making process due to the
fact that the relation among the domain variables could be graphically visualized as well as their probabilistic measures.

3.1. Data selection and preparation

The database used to generate the Bayesian networks was provided by the power supplier of the State of Pard, the
climatic data by the National Institute of Spatial Researches and the socio-economic by the government of the State of
Para.

The tables used to create the database were obtained considering the components of consumption, climatic and socio-
economic conditions, specified as follow:

e Consumption, containing the data regarding the monthly consumption and its class (residential, industrial,
commercial, etc);

e Climatic, containing the pluviometric, temperature and humidity data;

e Socio-economic, including the data of collection, evolution of the formal employment, inflationary indices,
number of constitutions and extinction of companies in some economic sectors. Based on the Bayesian network,
it was verified, and confirmed by the domain experts, the correlation of the power consumption with some of
the remaining variables, especially with the following: the number of employments in the sectors of the
transformation industries and agropecuary, and the values of the total turnover and of the dollar; which were
shown to be more representative than the others.

To reach the objectives specified, it was necessary the construction of datasets from original tables, considering the
analyses of the dependences between the consumption and the components climatic and economic. The datasets created
are presented as it follows.



Table 1. Datasets created for the extration of climatic and socio-economic influence paterns over the power consumption.

DATASETS

ATTRIBUTES

Power Consumed/Climatic

Power Consumed monthly in the State of
Para and its respective climatic attributes.

Power Supplied/Climatic

Power Supplied monthly in the State of
Para and its respective climatic attributes.

Consumption by class/ | Power Consumed by class in the State of
Climatic Para and its respective climatic attributes.

City Consumption by | Power Consumed in the cities by classin
clasy Climatic the State of Para and its respective

climatic attributes.

Power  Consumed/Socio-

Power Consumed monthly in the State of

Economic Par4 and its respective socio-economic
attributes.

Power Supplied/Socio- | Power Supplied monthly in the State of

Economic Par4 and its respective socio-economic
attributes.

Consumption by | Power Consumed by class in the State of

class/Socio-Economic Para and its respective socio-economic

atributes.

3.2. Pattern extraction

After the preparation and construction, the datasets were submitted to the PredictBayes, software developed to extract
the parameters (probabilities) from the database into a Bayesian network, created together with the domain specialist.
The PredictBayes implements a propagation algorithm based on the junction trees method proposed by Jensen [11].

3.3. Generated Bayesian networks

For the learning of the BN graphical model, that is, for the learning if existing correlations between the variables, it was
used the search and scoring algorithm K2 [11], which allows us to find the most probable belief network structure Bg

given adataset D . The K2 algorithm applies a Bayesian scoring method, according (7).
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Where:

n isthe number of nodes;

g; isthe number of configurations of the parents of the variable X ;

r, isthe number of possible valuesof X ;

Njjc isthe number of casesin D where the attribute X; is evidenced with its value k, and the configuration of

the parents of X; isevidenced with value j ;
is the number of observations in which the configuration of the parents of X; is evidenced with the value |,

= Z Nijk
k=1

This way, a Bayesian network was generated from each dataset. After the construction of the Bayesian networks, the
PredictBayes propagation algorithm was used to make inferences on these networks. To exemplify the Bayesian
networks created and its inferences, consider the Power Consumption/Socio-Economic and City Consumption (in this
example, the city of Oriximina) by class/Climatic datasets (Figures 6 and 7).

N

being N,



From Figure 6, it is possible to visualize, besides the correlations between the climatic attributes and the power
consumed in the state of Parg, the marginal probabilities which, for simplification matters, are presented only for some

attributes of the network.
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Fig. 6. Bayesian network created from the City Consumption by class/climatic dataset.

In Figure 7, for example, the following inference could be made: which is probability for the consumption to achieve the
highest value (be in the 5™ band of values of the attribute Power consumed), given the evidence of an increase in the
number of employment in the agropecuary sector was within the band from 2,113 to 2,725 (4" band of values of the
Agropecuary atribute)? The answer to this question is observed in the probability presented for the band with the highest

power consumption (40.74%).
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Fig. 7. Bayesian network created from the power consumed/socio-economic dataset.



It is possible, from the prospections (inferences) over the Bayesian networks, to present the users with many scenarios
which can promote variations in the power consumption, given the climatic and socio-economic conditions of the state
of Para. Thisanalysis can considerably aid in the analysis process of the power demands, what can lead to an anticipated
decision making and, consequentially, a reduction in the operation costs of the system.

4. EVALUATION OF THE OBTAINED RESULTS

The evaluation of the results obtained by the application of the mathematical and computational methods was made
considering two aspects. load forecast with regression methods and the analysis and visualization of the dependencies.

4.1. Load forecast with regression methods
Here the prospection studies were made in order to estimate the power consumption values.

Asit was previoudly specified on section 2, a prior study was made for the year of 2005 based on the data form Jan/91 to
Dec/04. The result achieved by the estimation presented an error of approximately 1,47%, a value considered not only
acceptable, but also inferior to al of the statistical methods used by the national power suppliers, which runs around 4%.
This reduction represents, evidently, a considerable economy for energy purchase in a future market.

As a comparative study, a load forecasting analysis using neural networks [13] and Kalman filters [6] were made. The
neural network used in this study was a feed-forward multi-layer network with two hidden layers and using as learning
algorithm the adaptative backpropagation.

The same data of the annual consumption series supplied as input for the regression analysis, as described in section 2,
were also submitted to the neural network and the Kalman filter. The results obtained for the regression methods, neural
network and Kalman filter were of 1.47% 4.08% and 5.08% respectively.

Once verified the effectiveness of the regression estimation model for the data series, a projection of its behavior for the
year of 2006 (Figure 8).
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Fig. 8. (1) Real values of the power consumption (Jan/05 to Dec/05); (2) Estimated values (Jan/05 a Dec/06).

We aso point that these results were achieved in the presence of a long period of anomalous power consumption
(between the years of 2001 and 2002), caused by the occurrence of a measure for energy rationing in all of the Brazilian
territory.



4.2. Analysis and visualization of the dependencies

The correlation among the variables of study, which provides a graphical view, through the Bayesian networks, of the
dependencies between the provided database parameters of consumption, weather and economy, as well as the
quantification of these dependenciesin terms of probabilities.

The evaluation of the results was made from the resources of the PredictBayes, together with the supervision of the
domain specialist. This way, the own graphical environment of the PredictBayes was used in order to verify the
dependence among Bayesian network nodes. For example, from the Bayesian network showed in Figure 6 it is possible
to analyze the dependences among the nodes, as well as quantifying these dependences, consulting the conditional and
marginal probabilities, likelihood and variance.

The application of the propagation algorithm, provided by the PredictBayes, made possible a series of inferences
suggested by the specialist. Thus, the exploratory character of the Bayesian networks propitiated, through the inferences
made in the variable of the domain, the interactive analysis of the many situations of interest. Some examples of the
analyses made are presented as follow:

e Thediagnosis of the influence of the economic and climatic factors on the power consumption. The inferences
made alowed the domain specialists to visualize, in quantitative terms, trivia influences such as that the
temperature increase inflicts a proportional increase in the consumption; as well as those that are not so trivial,
such as the influence that the increase of employments in the agropecuary sector inflicts on this consumption;

e The residential consumption class is the one which suffer most influence with the action of rains. When
compared with the industrial and commercial classes, for example, the impact of the pluviometric index
increase on the residential consumption is, usually, 12% higher than on the consumption of these two classes.

e Once that the economy of Para is strongly directed toward the extrativist and agropecuary sectors, it was
possible to verify that the increase of employment in the agropecuary sector influences more on the industrial
consumption than the employment in the transformation industry.

Moreover, it is possible to perceive the many diagnostics of the consumption and its relations with the economic and
climatic aspects of the state of Parg; what, allied to the module of prediction, allows to observe and measure the impacts
from changes in the climatic scenarios and in certain sectors of the power consumption economy.

5. FINAL REMARKS

The objective of this study is to diagnose the relations among the consumption and economic and climatic aspects of the
State of Para, as well as to apply an estimate for the power consumption. Thus, it is possible to create a decision support
system for the managers of the power suppliers, who can establish more advantageous energy contracts in the future
market and analyze the favorable scenarios based on the climatic variations and the social and economic conditions of a
certain region; and for the users of government agencies, so they would be able to establish policies and investments for
the development of a certain region of the state.

From this point of view, the main contribution of this work was to apply the process of pattern extraction from the power
consumption and estimate it, in order to establish more advantageous contracts of energy purchase in the future market
for the power suppliers, as well as to provide ways to create governmental programs for socia inclusion, specialy since
the expansion of the power supply in the Amazon region is a predominant factor of social development.

Another relevant aspect presented here was to consider the historic of the climatic conditions and the great variety of
exi sting socio-economic scenarios of the Amazonic Region, represented in this study by the State of Para.

At the moment an optimized search using genetic algorithms for mining optimal inference sets based on Bayesian
networks is also on development, so that we could obtain the best possible set of events of the available attributes to be
inferenced so that a particular attribute would be maximized.

Further studies must also be made, regarding factors such as the reliability of the system and the quality of energy
supplied, which are also part of the next stage of the Predict project.
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