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Abstract—The broadband capacity of the twisted-pair lines
strongly varies within the copper access network. It is therefore
important to assess the ability of a digital subscriber line (DSL)
to support the DSL services prior to deployment. This task is
handled by the line qualification procedures, where the identifica-
tion of the line topology is an important part. This paper presents a
new method, denoted topology identification via model-based evo-
lutionary computation (TIMEC), for line topology identification,
where either one-port measurements or both one- and two-port
measurements are utilized. The measurements are input to a
model-based multiobjective criterion that is minimized by a ge-
netic algorithm to provide an estimate of the line topology. The
inherent flexibility of TIMEC enables the incorporation of a priori
information, e.g., the total line length. The performance of TIMEC
is evaluated by computer simulations with varying degrees of
information. Comparison with a state-of-art method indicates
that TIMEC achieves better results for all the tested lines when
only one-port measurements are used. The results are improved
when employing both one- and two-port measurements. If a rough
estimate of the total length is also used, near-perfect estimation is
obtained for all the tested lines.

Index Terms—Digital subscriber line (DSL), double-ended line
testing (DELT), evolutionary computation, line qualification (LQ),
line topology identification, multiobjective optimization, single-
ended line testing (SELT).

I. INTRODUCTION

THROUGH the years, several types of digital subscriber
line (DSL) technologies have been standardized for broad-

band data transmission on the twisted-pair lines (loops), e.g.,
asymmetric DSL (ADSL) and very-high-bit-rate DSL.
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The broadband capacity of the lines strongly varies within
the copper access network, because it was originally designed
for narrowband analog transmission, i.e., plain old telephony
service (POTS). Features such as bridged taps, load coils, and
mixed cable types [1] have been introduced in the network to
improve or extend the POTS. For DSL transmission, however,
which exploits a much wider frequency range, these features
affect the service quality. It is therefore important to assess
the ability of a line to support the DSL services prior to
deployment. This task is handled by the line qualification (LQ)
procedures.

The existing POTS equipments are normally limited to the
bandwidth from direct current up to 4 kHz. This fact makes
them less suitable to accurately qualify a line for broadband
transmission. New broadband techniques that target LQ for
DSL have therefore been proposed, for example, in [2]–[5].

The legacy POTS methods for LQ are typically restricted
to estimating the total line length. Service activation is then
based on predefined deployment rules, which define the max-
imum line lengths for proper deployment of a specific DSL
service [6]. Alternatively, the topology of the line under test
can be identified, which corresponds to the determination of
the number of sections, wire diameter (gauge), and length of
each section. The line topology identification also includes
identifying the number of bridged taps (if they exist), as well as
their positions and lengths. Although this task is challenging,
an accurate estimate of the line topology enables efficient LQ,
where any existing line databases can be corrected and updated.
The databases can thereafter be used for support-engineering,
provisioning, and maintenance operations [4].

Line topology identification methods may employ two kinds
of testing approaches: 1) single-ended line testing (SELT),
where one-port measurements are performed, for example,
from the central office (CO) side of the line, and 2) double-
ended line testing (DELT), which is based on two-port mea-
surements that require communication between the CO and the
customer premises (CPs) equipment.

Most line topology identification methods in the literature
are focused on SELT with time-domain reflectometry (TDR)
or frequency-domain reflectometry. Both techniques are based
on transmitting a probe signal, followed by a posterior analysis
of the occurring reflection trace [4], [7]. In [2], a model for
analyzing the real and spurious echoes is proposed, as well
as a way of extracting the intrinsic slowly decaying signal
from the reflectogram. This approach enables an improved
detection of weak echoes. In [4], an iterative de-embedding
process for the TDR reflectogram is proposed, where the type
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of discontinuities is first identified using a database and the
mean-square-error criterion, followed by an estimate of the
section lengths. In [8], the method in [4] is evaluated using
measurements that were obtained by differential TDR. The
line topology identification approach in [9] is based on the
measured one-port scattering parameter S11(f). This approach
utilizes preprocessing to obtain an appropriate time-domain
response s11(t) [5], from which important features are ex-
tracted, e.g., time delay, amplitude, and energy, [9], [10]. The
extracted features are further used by an automated interpret-
ing system based on Bayesian networks to estimate the line
topology.

In [3], a DELT method for bridged-tap location using transfer
function measurements is described. Previously, this method
would have been impractical for mass deployment due to the
high cost of dedicated equipment necessary at the customer
site. However, with the recent advent of the Telecommuni-
cation Standardization Sector (ITU-T) standards for ADSL2
and ADSL2+, [11], [12], DELT has become a mandatory
facility, which was denoted as loop diagnostic in [11] and [12].
Thus, standard compliant modems, which were located at the
customer side, can communicate with the modem at the CO
side to perform DELT. Measurements such as two-port channel
transfer function H(f) are possible through DELT, where the
lower frequency part is measured from the CP to the CO, and
the upper part is measured from the CO to the CP.

Some of the previously published line topology identification
methods rely on a priori information to achieve accurate results
[3]–[5]. This information can consist of, e.g., a database of
installed cables or the frequency-dependent velocity of propa-
gation. It is intuitive that a priori information can be helpful,
but in many practical applications, such information is not
available or not reliable. Hence, it is desirable to design meth-
ods that are not dependent on a priori information but, at the
same time, are flexible to accommodate such information when
available.

This paper describes a methodology for line topology iden-
tification, which employs SELT and, if supported, DELT. The
proposed method utilizes the obtained one- and two-port mea-
surements to compose a model-based multiobjective criterion.
The criterion is minimized by a specialized version of the
nondominated sorting genetic algorithm (NSGA-II) [13] that
seeks the topology that best matches the defined criterion. The
inherent flexibility of the proposed method allows the integra-
tion of available a priori information. The proposed method
is evaluated by computer simulations based on either one-port
measurements or both one- and two-port measurements. The
performance of the proposed method is evaluated by computer
simulations with varying degrees of information. By using sim-
ulated measurements, a controlled environment is established,
which is suitable for the analysis of results.

The remainder of this paper is organized as follows.
Section II provides a description of the proposed line topology
identification method. Section III presents the specializations
on the conventional genetic algorithm (GA) to improve the
rate of convergence and the accuracy. Section IV presents the
simulation results for the test lines. Finally, the summary and
conclusions are given in Section V.

Fig. 1. Set of parameters Θ of a given line that will be determined. In this
example, the third section of the illustrative line is a bridged tap, whereas the
first, second, and last ones are serial.

II. PROPOSED METHOD

The proposed method estimates the line topology based
on two frequency-dependent quantities: 1) the SELT-measured
scattering parameter Ŝ11 and 2) the DELT-measured transfer
function Ĥ . The frequency dependence of these quantities is
omitted in the notation for simplicity. Alternatively, the SELT-
measured input impedance of the line could be used in place
of Ŝ11, but paper work will assume Ŝ11. In case only SELT
measurements are available, the transfer function and associ-
ated formulas, which were described as follows, are not used.
In particular, the task is to estimate the set of parameters Θ that
characterize (model) a given line. In this paper, Θ is defined as
the set that contains the following components, as illustrated in
Fig. 1:

1) number of line sections ns;
2) length of each section l;
3) gauge (diameter) of each section g;
4) type of each section (Boolean) b, i.e., serial or

bridged tap.

In particular, Θ is a set of subsets, i.e., Θ =
{θ(1), θ(2), . . . , θ(ns)}, where the subset θ(k) = {lk, gk, bk}
contains the length, gauge, and type of the kth section.

For estimation, an analysis-by-synthesis process is adopted
in this paper. That is, for a given candidate solution Θ and an
assumed cable model, the classic two-port network theory (for
example, see [1]) is used to derive the corresponding modeled
S11 and H . These two quantities are then compared to the
measured Ŝ11 and Ĥ by using the objective (cost) functions
VH(Θ) and VS11(Θ). The true parameters will be denoted by
Θ†, whereas a candidate solution is denoted by Θ. A GA-based
optimization routine then iteratively seeks the best solution Θ∗

based on the two objective functions. The goal is to obtain Θ∗ =
Θ†, but imperfections on measurements and/or modeling can
obviously impact the results. This paper considers only errors
that were due to topology mismatch, because measurements
are replaced with noiseless computer simulations. The reader
is referred to Appendix A for a more detailed error analysis.

The next three sections provide a brief review of the two-
port network theory and a description of the proposed method,
called topology identification via model-based evolutionary
computation (TIMEC). Evolutionary computation is the col-
lective name for algorithms that were inspired by biological
evolution. This paper discusses only GAs [14]–[16], but the
proposed approach can be used with the optimization that was
performed by other evolutionary algorithms.
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A. Classic Two-Port Network Theory

Each line section, which is represented by the θ(k) of a can-
didate solution Θ, is considered a homogeneous transmission
line and can therefore be modeled as a two-port network, which
is represented by its frequency-dependent transmission ABCD
matrix. In particular, a serial section is modeled by [1], [17]

Ts =
[

A B
C D

]
=

[
cosh(γl) Z0 sinh(γl)
sinh(γl)

Z0
cosh(γl)

]
(1)

whereas a bridged tap is modeled by

Tbt =
[

A B
C D

]
=

[
1 0

tanh(γl)
Z0

1

]
(2)

where l is the corresponding section length, γ is the propagation
constant, and Z0 is the characteristic impedance. Note that
γ and Z0 are frequency-dependent complex values, but for
simplicity, this dependency is not indicated here for H and S11.
The nominal values for γ and Z0 are obtained from an assumed
cable model, e.g., University Vrije Universiteit Brussel (VUB)
[18], MAR [19], British Telecom (BT) [19], or BT0H [20].
These models have inherent electromagnetic and geometrical
parameters that characterize the insulation material, resistivity,
and other factors. In this paper, however, we will only use the
VUB [18] model with γ and Z0 completely defined by the
wire gauge, as described in Appendix B. It is therefore only
necessary to include the wire gauge as a parameter in Θ. In
general, one may extend Θ to also include some of the inherent
cable parameters. However, this extension is beyond the scope
of this paper.

For a line with different sections, the chain rule [1] can be
applied to obtain the overall transmission matrix. That is, for a
line with ns number of sections, the overall (forward) transmis-
sion matrix Tf is given by the following matrix product:

Tf = T(1) · T(2) · · · · ·T(ns). (3)

Based on matrix Tf , it is possible to derive the quantities
of interest. In particular, the scattering parameter S11 and
the transfer function H , which corresponds to Θ, can be
formulated as [17]

S11 =
AZL + B − CZSZL − DZS

AZL + B + CZSZL + DZS
(4)

H =
ZL

AZL + B + CZSZL + DZS
(5)

where ZS and ZL are the source and load impedances,
respectively, and A, B, C, and D are the frequency-dependent
elements of the overall transmission matrix Tf .

In summary, given a set of parameters Θ that describe a line,
the two quantities H and S11 are generated using the aforemen-
tioned two-port network theory and a cable model. In this paper,
this generation process is represented by the operator V as

[H,S11] = V{Θ}. (6)

B. GA-Based Optimization

Several optimization routines can be applied within the pro-
posed analysis-by-synthesis framework. GA is chosen, because
it is flexible and well suited for the optimization of multidi-
mensional spaces with many local optima. GA does not require
properties such as convexity. On the other hand, the successful
application of GA to a new problem typically depends on prop-
erly adapting the formalism to the specificities of the problem.
This section briefly describes a general application of GA to
the line topology identification problem, whereas Section III
describes the developed modifications to improve the accuracy
and convergence of the proposed method.

The DSL transceivers in this paper employ discrete multitone
modulation, where the measurement bandwidth is divided into
K frequencies or tones [1] (e.g., K = 512 for ADSL2+). This
approach enables measurement of the quantities S11(fk) and
H(fk) through SELT and DELT at the frequency fk for k =
1, 2, . . . , K.

In this paper, the quantities that were associated with a
candidate line Θ are compared with the measured (target)
quantities, as defined by the following objective functions [21]:

VH(Θ) =
K∑

k=1

∣∣∣H(Θ, fk) − Ĥ(fk)
∣∣∣2

σ2
Ĥ

(fk)
(7)

VS11(Θ) =
K∑

k=1

∣∣∣S11(Θ, fk) − Ŝ11(fk)
∣∣∣2

σ2
Ŝ11

(fk)
(8)

where σŜ11
(fk) and σĤ(fk) are the standard deviations that

were associated with the measured scattering parameter and the
transfer function, respectively. These two standard deviations
are used to weigh the error along the frequency according to the
accuracy of the measurement and are obtained by conducting
several measurements of each quantity. In case only one mea-
surement of each quantity is available, σŜ11

(fk) = σĤ(fk) =
1, ∀ fk, is assumed.

Two objective functions are used in this paper; thus, multiob-
jective optimization is performed. Frequently, in multiobjective
optimization, the defined objective functions are conflicting in
the sense that there exists an ambiguity in the (final) optimum
solution. For example, in our case with two objective functions,
it is obvious that a solution Θa is better than Θb if VH(Θa) <
VH(Θb) and VS11(Θa) < VS11(Θb). However, situations such
as VH(Θa) > VH(Θb) and VS11(Θa) < VS11(Θb) are com-
mon. Thus, instead of providing one final solution, the multi-
objective optimization provides a set of (optimum) solutions,
which reflects the interaction between the different objectives.
To deal with this case, the multiobjective optimization algo-
rithm NSGA-II [13] is adopted in this paper. NSGA-II is based
on the Pareto front selection [13]. The sorting of solutions in
Pareto fronts is a useful formalism for letting the optimum
solutions evolve along the optimization process. Therefore, at
the end of the optimization, a set Ψ that corresponds to the
solutions in the first Pareto front is selected, and a decision rule
is employed to choose the final solution.

In this paper, the following strategy is adopted. First, the
best candidate solution that was associated with each objective



718 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 59, NO. 3, MARCH 2010

function is selected from all candidates Θr that belong to the
first Pareto front, i.e.,

Θ∗
H = arg min

r=1,2,...,|Ψ|
VH(Θr)

Θ∗
S11

= arg min
r=1,2,...|Ψ|

VS11(Θr).

Then, the final solution is chosen as the option with the smallest
sum of the objective functions, i.e.,

Θ∗ = arg min
Θ=Θ∗

H
,Θ∗

S11

(VH(Θ) + VS11(Θ)) . (9)

Alternative strategies that provide different weights to the two
objective functions can also be used.

A brute-force search for Θ∗, which exhaustively tries each
possible set Θ, is unfeasible because of the huge size of the
search space. However, GA avoids this problem by keeping
a set (population in GA terminology) Φ of candidates and
iteratively improving them along the iterations (generations in
GA terminology).

The next section provides a description that was oriented
toward the implementation of the proposed method on a
computer.

C. Implementation of TIMEC

A flowchart with a high-level description of TIMEC is shown
in Fig. 2, in accordance with the definition of the parameters and
variables in Tables I and II.

In the initialization, the GA control parameters are initialized
to their maximum values, i.e., pm = Pm, pc = Pc, and σm =
Σm. If there is no a priori information about the line under
test, Γ is initialized to the empty set, i.e., Γ = {·}. An initial
population Φ is randomly generated with size R = |Φ|, where
| · | is the number of elements (cardinality) of the set. To deal
with the set of parameters Θ, GA requires mapping it into
a coded structure called chromosome, which is composed of
genes. The coding function G maps the line parameters Θ into
the coded chromosome G(Θ), and G−1 denotes the decoding
operation. The initial population Φ is a set of chromosomes,
and the values of the objective functions that were related to
them are calculated by applying the operator V in (6) to all
decoded parameters G−1(Φ) = {Θ1, . . . ,ΘR} and then using
(7) and (8). The values of the objective functions are organized
in an objective matrix Q according to

Q =

⎡
⎢⎢⎣

VH(Θ1) VS11(Θ1)
VH(Θ2) VS11(Θ2)

...
...

VH(ΘR) VS11(ΘR)

⎤
⎥⎥⎦ (10)

with dimension R × 2. Once the initial population of chro-
mosomes Φ and the matrix Q have been generated, the first
generation (n = 1) starts.

As shown in Fig. 2, NSGA-II iteratively improves Φ until
the final solution Θ∗ is found. In particular, in each generation
n, the GA operators (selection, mutation, and crossover) are
applied to Φ to generate another population Φ′. The control
parameters pm, pc, and σm are adapted using a novel algorithm,

Fig. 2. Flowchart of the proposed method for line topology identification.

TABLE I
BRIEF DESCRIPTION OF THE EMPLOYED SYMBOLS:

USER-DEFINED PARAMETERS
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TABLE II
BRIEF DESCRIPTION OF THE EMPLOYED SYMBOLS:

DATA STRUCTURES AND VARIABLES

as described in Section III-B. To calculate the quantities H
and S11 with V in (6), each chromosome G(Θ) must be
decoded into the corresponding line parameters Θ. Proper
coding/decoding is therefore crucial, and the proposed schemes
are described in detail in Section III-A. If a priori information
is available, i.e., Γ �= {·}, this information is used during the
decoding process. The decoding block provides to the GA
process both the new chromosomes Φ′ and their decoded
parameters G−1(Φ′) = {Θ′

1, . . . ,Θ
′
R}. After decoding, the

operator V in (6) is applied on the set {Θ′
1, . . . ,Θ

′
R} to

calculate the corresponding quantities H and S11 associated
with each chromosome in the set Φ′. The matrix Q′ is obtained
by comparing these quantities with the measured Ĥ and Ŝ11

through the respective objective function. Both the original and

the new populations, i.e., Φ and Φ′, and their respective ob-
jective matrices Q and Q′ are used by the NSGA-II process to
generate the resulting population Φ′′ and its respective objective
matrix Q′′.

In this paper, two stop conditions are employed. If the gener-
ation number n is larger than the maximum allowed number
of generations N , i.e., n > N , the optimization is stopped.
Moreover, if the sum of the objective functions associated with
the best candidate solutions is less than a user-defined threshold
δ, the optimization is also stopped. In essence, parameter δ
controls the tradeoff between the rate of convergence and the
accuracy of optimization. If none of the stop conditions is
satisfied, i.e., n ≤ N and VH(Θ̃H) + VS11(Θ̃S11) ≥ δ, the new
population Φ′′ and the objective matrix Q′′ replace the current
population Φ and matrix Q, and a new generation n + 1 takes
place using the replaced entities. Here, G(Θ̃H) and G(Θ̃S11)
denote the best individuals of the population associated with H
and S11, respectively, at the current generation n. In case at least
one of the two stop conditions is satisfied, the best chromosome
from the current first Pareto front is selected based on (9),
which is implemented at the block of decision rules in Fig. 2.
The selected chromosome is then decoded, yielding the final
solution Θ∗ that contains the information about the identified
topology.

III. PROPOSED SPECIALIZATIONS OF THE GA ALGORITHM

This section describes the proposed schemes for GA coding/
decoding, a novel algorithm for adapting the GA control pa-
rameters, and the utilization of the provided total line length
(if used). The coding/decoding schemes are important to restrict
the solution space to obtain a feasible solution. The algorithm
for adapting the GA control parameters aims at improving
the convergence of the optimization process. The approach for
utilizing the line length handles the inherent uncertainty of the
provided information.

A. Coding and Decoding

Coding/Decoding connects the chromosomes of the GA pop-
ulation with the line topology parameters in Θ and determines
the search efficiency over the solution space. The schemes in
this paper are described as follows.

1) Coding—The Constitution of the Chromosome: Each
chromosome of the GA population has enough genes to store
information about a line with Ns number of sections, where Ns

is a user-defined parameter (see Table I). In particular, for each
section, three genes represent the section length, the gauge, and
the type (serial or bridged tap), respectively. For the first sec-
tion, however, only two genes are needed, because the section
is defined as serial in this paper. In addition, there are two genes
for representing the effective number of bridged taps nb and the
effective number of sections ns that the decoded chromosome
(candidate line) will have. In summary, each chromosome
is composed of 3Ns + 1 number of genes, as illustrated in
Fig. 3.

Each gene carries a real-valued number between 0 and 1.
In the initialization, the values of the genes are randomly set
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Fig. 3. Illustration of a chromosome with 13 genes (Ns = 4), with ns = 3 effective numbers of sections.

following the uniform distribution U [0, 1]. During optimiza-
tion, these values are optimized through the GA operators of
selection, crossover, and mutation.

Recall that G−1 denotes the decoding from a gene to the
corresponding element of Θ and that G denotes the coding of
an element of Θ to the corresponding gene in the chromosome.
This way, a coded x-gene of the sth line section of a certain
line topology can be expressed as G(xs), where x ∈ {l, g, b}.
The next sections provide details of the decoding schemes for
each kind of parameter in Θ, followed by a decoding example.

2) Decoding of the Number of Sections: The first gene that
will be decoded in each chromosome is the gene that represents
the effective number of sections, i.e., G(ns). This case is essen-
tial because the decoded value of G(ns), i.e., ns, determines
the remaining number of genes that will be decoded for the
considered chromosome. In other words, in case ns < Ns, only
the genes that were associated with the first ns sections are used
to generate the candidate line topology. The remaining Ns − ns

genes are not taken into account.
The decoding of the gene G(ns) is essentially a mapping of

the gene value to the integer value ns. The adopted strategy
consists of dividing the interval [0, 1] into Ns − Nmin

s + 1
equal subintervals, where Nmin

s is the minimum number of sec-
tions, and Ns is the maximum number of sections (see Table I).
Each subinterval is assigned one integer value within the range
[Nmin

s , Ns]. That is, the first interval is assigned integer Nmin
s ,

the second interval is assigned integer Nmin
s + 1, and so on.

Thus, the decoded value of the gene G(ns) is equal to the inte-
ger that represents the subinterval in which the gene value falls.
Typically, Nmin

s is set to 1, because one-section lines are con-
sidered. However, if there is trustful a priori information about
the number of sections of the line under test, then restrictions
to Nmin

s and Ns can be employed to reduce the search space.
The mapping of a real-valued gene to an integer through the

aforementioned subintervals will be denoted in the following
discussion by the operator M, which is defined as

i = M{G(x), [Imin, Imax]} (11)

where the gene G(x) is mapped to integer i that represents
the subinterval within [0, 1], in which G(x) falls. In (11),
[Imin, Imax] denotes the interval of integers, where Imin and
Imax are the lower and upper bounds, respectively. With this
notation at hand, the decoding of the effective number of
sections can be expressed as

ns = M
{
G(ns),

[
Nmin

s , Ns

]}
. (12)

3) Decoding of Length and Gauge: The decoding of a gene
into the corresponding section length involves the direct map-
ping of the gene value G(ls) ∈ [0, 1] into the section length

interval [Lmin, Lmax]. That is, for the sth section, the decoding
of the length yields

ls = Lmin + (Lmax − Lmin)G(ls) (13)

where Lmin and Lmax are user-defined parameters that set the
minimum and maximum lengths of the section, respectively.
The purpose of these bounds is to assure that the section lengths
are within a feasible range. Typically, different length bounds
are employed for serial and bridged-tap sections.

For the decoding of the genes related to the gauges, it is
not feasible to employ a similar mapping as in (13), because
the gauges are represented as discrete values. For example, the
gauges of the European Telecommunications Standards Insti-
tute (ETSI) lines [22] are 0.32, 0.4, 0.5, 0.63, and 0.9 mm. To
take this example into account, two different gauge-decoding
algorithms, denoted freegauge and gaugesort, are considered in
this paper.

As for the decoding of the number of sections, freegauge
consists of dividing the gene interval [0, 1] into M equal
subintervals, where M denotes the number of cable types in
the assumed cable database. By applying the operator in (11),
this decoding can be expressed as

i = M{G(gs), [1,M ]} (14)

where G(gs) denotes the considered gauge gene, and integer
i denotes the ith element of the cable database. This way,
assuming that the cable database is represented by the vector
Ḡ = [G1, . . . , GM ], the decoded value of the gene G(gs) is
given by the ith position of the cable database, i.e.,

gs = Ḡ(i). (15)

The gaugesort method is a more elaborate algorithm that
aims at preventing the repetition of gauges along the line
and assuring that the gauges are always increasing. That is,
to decode each gauge gene, gaugesort takes into account the
gauge of the previously decoded section and the number of
remaining sections that will be decoded. In particular, at each
decoding iteration, the number of available gauges for the
decoding of a certain gauge gene G(gs) is a subset of the
assumed cable database, which is represented by the vector
Ḡ = [G1, . . . , GM ]. Algorithm 1 provides a formal description
of the gaugesort algorithm, where i denotes the index of the
previous used gauge, and s is the number of the line section
under decoding. In each iteration, the integer interval [i + 1, i +
S] represents the indexes of the available gauges, in ascending
order, and (ns − s) represents the number of remaining line
sections that will be decoded. Note that gaugesort can only be
used when the number of gauges in the cable database is larger
than or equal to the effective number of sections ns.
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ALGORITHM 1: The gaugesort algorithm.
inputs: ns, {G(g1), . . . ,G(gns)}, [G1, . . . , GM ]
outputs: {g1, . . . , gns}

i = 0;
M = |Ḡ|;
for s ← 1 to ns do

S = M − i − (ns − s);
j = M{G(gs), [i + 1, i + S]};
gs = Ḡ(j);
i = j;

end

4) Decoding of the Type of Sections: This decoding is equiv-
alent to establishing whether a section is serial or a bridged tap.
The procedure starts by determining the effective number of
bridged taps nb for each chromosome. By applying the operator
in (11), the decoding of G(nb) can be expressed as

nb = M
{
G(nb),

[
Nmin

b , Nb

]}
(16)

where Nmin
b is the user-defined minimum number of bridged

taps. However, instead of being predefined, the maximum num-
ber of bridged taps Nb is determined from the effective number
of sections ns as follows:

Nb = 〈(ns − 1)/2〉 (17)

where 〈·〉 refers to the round operation. Equation (17) reflects
that the first section is defined as serial and that the bridged taps
must alternate between serial sections along the path from the
CO to the CP.

Having established the effective number of bridged taps nb >
0, the next step is to determine the position of the bridged tap(s).

The first decoded bridged-tap position is found from at the
index of the maximum type gene of the chromosome (i.e., a
max search). In case nb > 1, the position of the next bridged
taps is found by iteratively performing max searches among the
type genes but without taking into account the previously found
type gene and its two neighboring genes. This way, the bridged
taps alternate between serial sections. The decoding procedure
is repeated until the nb bridged taps are found.

5) Example of Decoding: A simple example shows how one
can obtain the line parameters of Θ from the chromosome in
Fig. 3. In this case, it is assumed that Nmin

s = 1, Ns = 4, and
Nmin

b = 0.
First, the number of sections is decoded according to (12),

with which the last gene G(ns) = 0.56 yields ns = 3. Based on
ns, one obtains, using (16) and (17), nb = 1. The position of the
bridged tap is then determined according to the aforementioned
max search, which gives that the bridged tap is located at the
second section (G(b2) = 0.56).

By assuming that Lmin = 100 m and Lmax = 4000 m, the
decoding of the length genes G(l1), G(l2), and G(l3), using
(13), yields l1 = 295 m, l2 = 1387 m and l3 = 919 m.

For the decoding of the gauge genes, it is assumed that
freegauge is employed with a cable database with 0.32, 0.4,
0.5, 0.63, and 0.9 mm. By applying (14) and (15), this approach
results in g1 = 0.4 mm, g2 = 0.5 mm, and g3 = 0.63 mm.

B. Self Adaptation of the GA Parameters

The two main parameters that control the GA process are
the crossover probability pc and the mutation probability pm.
Probability pc controls the crossover, which determines if
two chromosomes will exchange their genetic information to
generate two new chromosomes. Probability pm controls the
mutation, which is applied to each gene of a chromosome,
and determines whether the gene will suffer from mutation
(modification). When a gene G(x) is selected to be modified,
its new value G(x′) is given by

G(x′) = G(x) + N (0, σm)

where N (0, σm) denotes a normal distribution with a mean that
is equal to zero and a standard deviation of σm.

One general rule, which is widespread in the GA literature, is
to use fixed (static) values for all parameters in the set Ω = {pc,
pm, σm}, which also include σm, which has an impact on the
diversity of the GA population. In addition, the maximum num-
ber of generations N is usually kept constant throughout the
optimization process. However, for line topology identification
and other applications, this approach can be inefficient, and the
algorithm may get stuck in local minima. Due to this case, a
self-adaptive control algorithm is proposed to determine the
values for N and the GA parameters in Ω along the optimization
process.

The proposed strategy consists of sweeping the values of
Ω, which were conditioned on the increase in the fitness1

(evolution in GA terminology) of the best chromosomes. That
is, the values of the GA parameters in Ω are maintained until
they no longer provide evolution, whereupon they are changed.
In addition, whenever any evolution of the fitness of the best
chromosomes occur, the maximum number of generations N
is increased, giving the algorithm more time to improve the
candidate solutions.

One algorithm that implements this self adaptation is de-
scribed in detail in Algorithm 2, where pn

c , pn
m, and σn

m are,
respectively, the values of the crossover probability, mutation
probability, and standard deviation at generation n. Here, Pc,
Pm, and Σm are the maximum values of the crossover proba-
bility, mutation probability, and standard deviation, respectively
(see Tables I and II). Variable c counts the number of con-
secutive generations without evolution, and δpc

, δpm
, and δσm

indicate the decreasing rate of pc, pm, and σm, respectively.

ALGORITHM 2: Self-adaptive control algorithm for select-
ing the GA parameters.

Inputs: pn−1
c , pn−1

m , σn−1
m , δpc

, δpm
, and δσm

Outputs: pn
c , pn

m, and σn
m

for n ← 1 to N do
Calculate Qn from Φn;
Θ̃n

H = arg minr=1,2,...R VH(Θn
r );

Θ̃n
S11

= arg minr=1,2,...R VS11(Θ
n
r );

1Fitness is a figure or merit that is used in GA to classify the individuals of a
population, and in this paper, its value will be the inverse of the value that was
provided by the objective function.
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if VH(Θ̃n
H) < VH(Θ̃H) or VS11(Θ̃

n
S11

) <

VS11(Θ̃S11) then
N = N + ΔN ;
c = 0;

else
c = c + 1;

end
if c > w(N − n) then

pn
m = pn−1

m − pn−1
m δpm

;
pn

c = pn−1
c − pn−1

c δpc
;

σn
m = σn−1

m − σn−1
m δσm

;
c = 0

end
end

The algorithm can be summarized as follows. After calcu-
lating the objective matrix Qn from the population Φn, at
generation n, the best candidates Θ̃n

H and Θ̃n
S11

of the popu-

lation have their values of the objective functions VH(Θ̃n
H) and

VS11(Θ̃
n
S11

) compared with VH(Θ̃H) and VS11(Θ̃S11), respec-

tively. Here, Θ̃H and Θ̃S11 denote the current best candidates
(see Table II). If any evolution in one of the current best GA
solutions occurs, i.e., if VH(Θ̃n

H) < VH(Θ̃H) or VS11(Θ̃
n
S11

) <

VS11(Θ̃S11), variable c is reset to 0, and N is increased by ΔN .
Otherwise, c is increased by 1.

Note from Algorithm 2 that the decision to change the
values of Ω = {pc, pm, σm} is determined by c > w(N − n),
where c counts the number of consecutive generations without
evolution, and w(N − n) is a weighted number of remaining
iterations. In particular, the difference (N − n) defines the
rate of change of the GA parameters. At the beginning of
optimization, the difference (N − n) is high, because n is low.
This result means that a larger number of generations without
evolution will be necessary to change the values in Ω. On the
other hand, near the end of optimization, this difference is low,
because n is almost equal to N . The rate of change of the values
in Ω is therefore increased.

C. Utilization of the Total-Length Information

The objective of using the total length is to restrict the search
space to improve the accuracy of the results and to improve
the rate of convergence of the optimization process. The length
information can be obtained, for example, from a line database
or from the impulse response of the line under test, which was
computed from the two-port measurements, i.e., using DELT.

The provided total line length can be considered fairly ac-
curate but not error free. In particular, it is assumed in this
paper that the provided length is accurate within ±10%. That
is, the total length is represented as a stochastic variable fol-
lowing the uniform distribution U [0.9l, 1.1l], where l denotes
the true line length. In case the GA uses this information as
completely trustful, there will potentially be an intrinsic gap
between the true topology and the best candidate of the GA
population. This gap could occur, because the GA generates
candidates with different topologies but with the same (static)
total length. To handle this case, the total lengths of each can-

didate are fine tuned by the GA, as described in the following
discussion.

One additional gene is included in each chromosome of
the GA population. This gene stores a percentage value that
was related to the uncertainty of the total length given to GA.
Similar to other genes, the additional gene is tuned during
optimization. The initial value E of this gene is generated
according to the following formula:

E = Emin + (Emax − Emin)α (18)

where Emin and Emax are user-defined upper and lower
bounds, and α is a chromosome-specific random number that
was uniformly distributed at U [0, 1]. Under the given assump-
tion of a total length uncertainty of ±10%, it is natural to set
Emin and Emax to be equal to ±10%. However, to provide
some extra freedom, we set Emin = −0.15 and Emax = 0.15,
respectively. The percentage value E is used during decoding to
calculate the total length L̂′

tot of each chromosome as follows:

L̂′
tot = L̂tot(1 + E) (19)

where L̂tot is the length that was given to GA. The value of the
obtained total length L̂′

tot of each chromosome is then divided
among the serial sections of the line, taking into account the
genes that were associated with the section lengths, as follows:

ls = L̂′
tot

G(ls)
G(l1) + G(l2) + · · · + G(lns)

. (20)

IV. SIMULATION RESULTS

This section presents simulation results to validate the pro-
posed method, i.e., TIMEC. Here, instead of actually measuring
Ĥ and Ŝ11 for a given line under test, these quantities are
obtained using the operator V in (6), which employs a cable
model, as described in Section II-A. In other words, the correct
set of parameters Θ† is used to generate the target functions, and
consequently, Ĥ = H†, and Ŝ11 = S†

11. The same cable model
is also used to generate the quantities that were associated
with the candidates of the population. Under these controlled
conditions, there are no measurement or modeling mismatches
(see Appendix A). This way, it is feasible to exactly find Θ∗ =
Θ†. In addition, there is no uncertainty that was associated with
the generation of the quantities, and hence, the variances in (7)
and (8) are set to 1.

A. General Simulation Conditions

The simulations are organized according to the amount of
available information, as defined in Table III. The aim is to
investigate the performance of TIMEC based on either one-
port measurements or both one- and two-port measurements
and to further employ information about the (total) line length.
TIMEC is evaluated for each of the four test cases in Table III.
For Test Cases 1 and 2, TIMEC is compared with a reference
method based on only one-port measurements, denoted SELT-
tdr. For Test Cases 3 and 4, TIMEC is evaluated with different
degrees of accuracy in the line length information.
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TABLE III
SUMMARY OF THE EMPLOYED TEST CASES AND THEIR

RESPECTIVE RESULT TABLES

TABLE IV
UPPER AND LOWER BOUNDS FOR THE LINE PARAMETERS

A comprehensive set of eight test lines is used for each
test case. The selected test lines are ETSI #4, #5, #6, #7, and
#8, as defined in [22], two test lines that were defined in [8],
which are here called Loops G#1 and G#2, and one test line
that was defined in [4], here called SBTS. These test lines
(i.e., their topology) are described in Tables V–VIII. All the
test lines have an open-end termination at the remote side.
The VUB [18] cable model, with the restrictions described
in Appendix B, is used to generate the quantities of interest
during the simulations using (6). The considered frequency
band corresponds to the case of ADSL with 256 tones, which
range from 4.3125 kHz to 1.104 MHz.

The proposed method is based on GA, i.e., stochastic opti-
mization; thus, it is important to determine the statistics of the
estimated section lengths for independent simulations. TIMEC
is therefore applied ten times for each test line and test case,
and each estimated section length is presented in the following
result tables with its mean value and standard deviation.

The employed GA uses the self-adaptive control algorithm in
Section III-B, and the bounds for the line parameters are set as
shown in Table IV.

The internal GA configuration is described as follows. The
population size R is set to 30, the maximum crossover prob-
ability is set to Pc = 0.85, the maximum mutation probability
is set to Pm = 0.85, and the maximum standard deviation of
mutation is set to Σm = 0.75. The threshold δ for the sum of
the objective functions is set to 10−7. These values were de-
termined from empirical experiments, which provide a tradeoff
between the accuracy and rate of convergence and are suitable

for the test cases in this paper. In addition, ΔN = 50, w is equal
to 0.05, δpc

and δpm
are set to 0.005, and δσm

is set to 0.01.
The usage of the decoding algorithms gaugesort and free-

gauge, as described in Section III-A3, is given as follows.
TIMEC uses as default the freegauge. In case that no bridged
taps are detected, TIMEC is executed with gaugesort to im-
prove the accuracy.

B. TIMEC for Test Cases 1 and 2

This section presents a comparison between TIMEC and
the state-of-the-art TDR-based reference method in [4], here
denoted as SELT-tdr. In particular, TIMEC for Test Cases 1
and 2 in Table III is compared with SELT-tdr for all eight test
lines. Before presenting the test results, the reference method is
briefly described.

The TDR-based method in [4] was selected, because it
has documented good results for different line topologies, as
described in [8, Table II, pp. 545]. For this paper, the method
was implemented by strictly following the process in [4], except
for the technique for detecting singularities in the so-called
reflectogram [4]. This case is unfortunately not described in [4].
We therefore employ derivatives to detect those singularities.
Our implementation of SELT-tdr was tested with the lines in
[8], obtaining similar results as the reported ones. It is also
worth mentioning that our implementation uses a velocity of
propagation set to 68.7% of the speed of light in vacuum, which
was calculated according to the description in [4].

1) Test Case 1—TIMEC Based on One-Port Measurements:
The results for this test case are summarized in Table V, which
shows the estimated length and the percentage error Δl(%)
of the sections for SELT-tdr. For TIMEC, the mean estimated
length, the mean percentage error Δl(%), and the standard
deviation σ for each section, calculated from ten independent
simulations, are given. For all result tables, the estimated
lengths are rounded to integer values, Δl(%) and Δl(%) are
rounded to two decimals, and σ is rounded to four decimals.

The results that were provided by the SELT-tdr method
highlight two main features of such a method: it is well suited
for detecting bridged taps but is not successful in detecting
all kinds of gauge changes. A gauge change constitutes an
impedance change that is often small in comparison to, for
example, the impedance change due to a bridged tap. Some
gauge changes yield a more prominent reflection coefficient
than others, as shown in Fig. 4, where the magnitude of the
reflection coefficients for all gauge changes in the considered
test lines are plotted as a function of frequency. It is shown that,
in particular, the gauge changes 0.32/0.4 mm, 0.32/0.5 mm,
and 0.5/0.9 mm provide large impedance changes for a broad
frequency range. Consequently, these gauge changes are easier
to detect. This result is confirmed for ETSI #7, which has two
large impedance changes (0.32/0.5 mm and 0.5/0.9 mm). The
results in Table V show that the line topology of ETSI #7 is
correctly detected with SELT-tdr, except for the gauge type of
the second section. In Fig. 4, it can also be observed that the
gauge changes 0.5/0.63 mm and 0.63/0.9 mm have the lowest
impedance changes. The latter gauge change is reflected in the
results of SELT-tdr for ESTI #4, #5, and #6, where only one or
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TABLE V
RESULTS FOR TEST CASE 1: COMPARISON BETWEEN SELT-tdr [4] AND TIMEC USING ONLY ONE OBJECTIVE FUNCTION BASED ON S11

Fig. 4. Magnitude of the reflection coefficients as a function of frequency,
which is related to all impedance mismatches in the considered test lines.

two serial sections are detected, with an estimation error on the
total length of about 26%, 13%, and 4%, respectively. Note that
the total length estimations are not shown in the result table(s)

but can be calculated as a sum of the estimated section lengths.
For the one-section lines, i.e., Loops G #1 and G #2, SELT-tdr
has an error on the total length estimates below 8%.

For TIMEC, the results in Table V show that the estimation
errors are negligible for Loop G #1, Loop G #2, and SBTS. The
last sections of ETSI #4, #5, #6, and #8 are not detected, but
the percentage error of length for the first section(s) of these
lines is small. In addition, for these lines, the estimated length
of the last detected section is almost equal to the sum of the
two last sections of the true line, yielding a mean estimate of
the total length less than 0.5%. For ETSI #7, the TIMEC results
are accurate with a mean percentage error of the section lengths
less than 0.1%.

In summary, Table V indicates that the results that were pro-
vided by TIMEC, using only one-port measurements with one
objective function, are equal to or better than those provided
by the SELT-tdr method. For lines with incorrectly detected
topologies, TIMEC provides an accurate estimate of the first
section(s) and the total line length. For both methods, test
lines that contain small impedance changes prove to be more
difficult to estimate. The standard deviations in Table V are
all small, indicating that the same (local) optimum is found



SALES et al.: LINE TOPOLOGY IDENTIFICATION USING MULTIOBJECTIVE EVOLUTIONARY COMPUTATION 725

TABLE VI
RESULTS FOR TEST CASE 2: COMPARISON BETWEEN SELT-tdr [4] AND TIMEC USING TWO OBJECTIVE FUNCTIONS BASED ON S11 AND H

for the repeated trials with TIMEC. Furthermore, in case only
one-port measurements are used with a priori information about
the total line length (not previously described), no significant
improvements can be observed with TIMEC.

2) Test Case 2—TIMEC Based on Both One- and Two-Port
Measurements: The results with TIMEC for Test Case 2 are
listed in Table VI, where the SELT-tdr results for Test Case 1
are repeated for convenience.

Here, two objective functions based on both one- and two-
port measurements are used by TIMEC. Based on Table VI,
we note that the number of line sections for all test lines
are correctly estimated with TIMEC, except for ETSI #5. A
perfect topology estimation is obtained for ETSI #8, where the
bridged taps are found at their correct positions, i.e., at the
second and fourth line sections. For ETSI #4, the length of
the third and fourth line sections are somewhat overestimated
and underestimated, respectively, yielding a mean percentage
error of a total length of 2.0%. For ETSI #5, the last line section
is not detected, but the mean percentage error of the total length
is only 1.3%. For ETSI #6, the gauge of the last line section is
incorrectly estimated, and the mean percentage error of the total
length is 1.24%.

In summary, TIMEC based on both one- and two-port mea-
surements improves the estimation results compared to using
only one-port measurements, as expected. As for Test Case 1,
the estimation of the last section(s) fails for lines with small
impedance changes, although the mean percentage error of the
total length is small. The standard deviations for TIMEC with
repeated trials are small or zero, except for the last section of
ETSI #5, indicating that the same (local) optimum is found.

C. TIMEC for Test Cases 3 and 4

This section presents the performance results of TIMEC
using two objective functions based on one- and two-port
measurements and a measure of the total line length.

1) Test Case 3—Inaccurate Total-Length Information: For
this test case, TIMEC is provided with the total length of each
test line, which was offset by +10% relative the total length.
That is, the provided input to the TIMEC is 1.1l m for a line
with a total length of l m. To handle this case, TIMEC uses the
approach and associated settings in Section III-C.

The results for this test case are shown in Table VII, which
shows that the topological structures (number of sections,
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TABLE VII
RESULTS FOR TEST CASE 3: TIMEC USING TWO OBJECTIVE FUNCTIONS, WHICH WERE BASED ON S11 AND H ,

AND THE TOTAL LENGTH VALUE WITH A +10% OFFSET

section types, and gauges) of all considered lines are accurately
detected by TIMEC. In particular, the topology identification of
ETSI #5 has significantly been improved compared to previous
test cases. The mean error on the total length estimation is
negligible (i.e., < 0.1%) for all test lines, which means that
TIMEC can fine tune the provided (erroneously) total length
values.

2) Test Case 4—Perfect Total-Length Information: For Test
Case 4, the total length information is assumed to be free of
error. In this case, GA considers the length information as
trustful, i.e., the approach in Section III-C is not employed. In
other words, unlike in Test Case 3, all candidate lines that were
generated during optimization have the same total length, which
was equal to the given value.

As indicated in Table VIII, the results are slightly better than
for Test Cases 1 and 2. As for Test Case 3, the topological
structure is accurately detected by TIMEC for all considered
lines. However, note from Table VIII that, for some of the lines,
the mean percentage error of the section lengths is somewhat
increased compared to Test Case 3.

V. SUMMARY AND CONCLUSION

This paper has presented a new method for line topol-
ogy identification. The proposed model-based method, called
TIMEC, takes advantage of both conventional one-port mea-
surements S11 and two-port measurements (transfer function).
The latter measurement is obtained using the line-diagnostic
functionality in the ITU-T G.992.3 and G.992.5 Standards.
These measurement quantities are used in two objective func-
tions that are optimized with NSGA-II. In addition, specialized
schemes for coding/decoding are adopted together with an
algorithm for self adaptation of the GA parameters.

One important property of the chosen GA-based approach
is its flexibility, which permits the incorporation of additional
measurements or a priori line information, e.g., the total line
length. Although the TIMEC method based on only one-
port S11 measurements utilizes the same information as the
SELT-tdr method, it performs slightly better. By also including
the two-port measurements (transfer function), the difference
in performance between TIMEC and SELT-tdr is considerably
increased. Finally, when information about the total line length
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TABLE VIII
RESULTS FOR TEST CASE 4: TIMEC USING TWO OBJECTIVE FUNCTIONS, WHICH WERE BASED ON S11 AND H , AND THE TOTAL LENGTH VALUE

is included, the TIMEC method correctly determines all con-
sidered test-line topologies in terms of the number of sections,
types, gauges, and lengths.

APPENDIX A

This appendix tries to clearly distinguish the sources of errors
in the proposed model-based analysis-by-synthesis method.

Assuming that Ĥ is a measured quantity (the same reasoning
is valid for Ŝ11), one wants to find a line Θ with minimum error
Δv , where

H = V{Θ} = Ĥ + Δv.

The error Δv can be decomposed into the parcels

Δv = Δn
v + Δm

v + Δt
v + Δs

v + Δp
v

which can be summarized as follows.

1) Statistical measurement errors Δn
v : errors due to internal

measurement noise, e.g., thermal noise and external noise
as RF interference. These types of noise can normally be
suppressed by averaging.

2) Systematic measurement errors Δm
v : errors due to

an imperfect measurement setup and calibration
procedure.

3) Topology error Δt
v: error due to an incorrect topology

assumption, i.e., when Θ is not the correct Θ†.
4) Structural error Δs

v: error due to a bad choice of the cable
model. For example, a VUB cable model cannot fully
describe a BT-modeled line.

5) Parameter error Δp
v: error due to the imperfect trans-

lation of line gauge into the cable model parameters.
For example, two cables of the same diameter could
have a difference in one or more of the other model
parameters.

Parcels Δn
v and Δm

v are not relevant in this paper, because
simulated measurement data are used. Moreover, Δp

v is zero,
because the cable database in Appendix B is used for the
simulated measurement data and is employed by TIMEC.
On the other hand, parcels Δt

v and Δs
v exist because of the

adopted model-based approach and deserve further discussion.
For example, the BT #1 cable model [19] provides a result
H = VBT(Θ) based on a set ΛBT with |ΛBT| = 13 parameters.
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Fig. 5. Distance between the center of the conductors for a twisted pair
structure.

Assuming that the other parcels are zero, i.e., Δn
v = Δm

v =
Δt

v = Δp
v = 0, and a cable model provides Λ, Δs

v is defined
as the error Δs

v = arg minΛ V (Θ(Λ)), where the dependence
on Λ is made explicit in Θ(Λ) for readability, and V (Θ(Λ)) is
given by (7). In other words, if one assumes the BT model, Δs

v

should be obtained by trying all possible (an infinite number)
sets ΛBT ∈ C

|ΛBT|. This error is called structural, because
Δs

v �= 0 means that the model cannot fit the measured Ĥ , even
after trying all possible combinations of parameters with Δt

v =
Δn

v = Δm
v = 0.

One may account for the total Δt
v + Δs

v + Δp
v but cannot

individually estimate each parcel. In simulations, however,
all these parcels can be accounted for. This approach is a
motivation for starting the validation of the proposed TIMEC
method from a well-controlled simulation setup, where
Δs

v = Δp
v = Δn

v = Δm
v = 0, and the only error is Δt

v , i.e., the
topology error.

APPENDIX B

This appendix presents the values of the geometrical and
electromagnetic parameters that were adopted for the VUB
cable model in this paper.

The VUB model is based on geometrical assumptions and
models the propagation constant and characteristic impedance
(γ and Z0) of a cable by using parameterized equations. These
equations are stated as a function of parameters, here called the
VUB parameters. These parameters, in turn, depend on geomet-
rical and electromagnetic parameters that were associated with
the conductor and the insulation materials. The geometrical
parameters are given as follows: 1) the radius of the conductors
a; 2) the insulation thickness of the conductor i; and 3) the dis-
tance from the center of the conductors D. The electromagnetic
parameters are given as follows: 1) the relative permeability μr

of the insulation; 2) the relative permittivity εr of the insulation;
and 3) the conductor conductivity σ. It is assumed that the
insulation material is polyethylene, the conductor material is
copper, and the cables are structured as twisted pairs. The
values for a, i, σ, μr, and εr are based on [22].

The way that the cables is structured determines the
calculation of the variable D, as illustrated in Fig. 5. For
a twisted-pair-structured cable of certain gauge g, D is ex-
pressed by

D = 2 (a(g) + i(g)) .

TABLE IX
GEOMETRICAL AND ELECTROMAGNETIC PARAMETERS FOR THE

CONSIDERED CABLE TYPES, WHICH WERE ADOPTED FOR THE

VUB CABLE MODEL IN THE SIMULATIONS

Table IX summarizes the values for the geometrical
and electromagnetic parameters associated with a certain
diameter, which were adopted for the VUB cable model in the
simulations.
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