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Resume—Um modelo de propagaéo paralelizado
computacionalmente, baseado emétnicas de tracado de raios
3D para sistemas MIMO e aplicado a cearios multi-piso, &
apresentado. Esta abordagem considera que as principais tarefa
relacionadas ao lancamento e simulé@p de raios 3D podem
ser executadas de maneira independente e, consegtemente,
de forma paralela. A arquitetura computacional considerada
€ o cluster de PCs. A distribuico da carga computacional
dentro da arquitetura paralela & feita através da distribuicdo
aleatoria dos raios iniciais e dos pontos de recepp entre os
diferentes elementos dacluster. Simulagdes §io realizadas para
para validar e avaliar o desempenho do modelo proposto.

Palavras-Chave- Computacdo paralela, cluster def PC's,
tracado de raios 3D, MIMO, multi-piso.

Abstract— A computational parallel model based on 3D
ray-tracing for radio-propagation prediction in MIMO systems
and multi-floor scenarios is presented. This approach considers
that the main tasks in a 3D ray-tracing technique can be
evaluated independently thus in an parallel way. The workload
distribution among the participant nodes of the parallel
architecture based on PC cluster, is performed through a random
assignment of the initial rays and the reception points for them.
Simulations are realized in order to validate and evaluate the
performance of the proposed model.

Keywords— Parallel computing, cluster of PC’s, 3D

ray-tracing, MIMO, multi-floor.

I. INTRODUCTION

The great growth in mobile communications ask for fa
and accurate prediction of radio wave propagation for syst

amount of processing time to attain reasonable accurate
prediction results [1],[6].

Several approaches have been proposed to shorten
the computation time for ray-tracing prediction models
simulations. In [1], the complexity of the building databas
was reduced by simplifying footprints. Data filtering and
cleansing techniques have been proposed in [7]. In order to
address the same problem, some procedure approximation
methods are also employed in [8]. All these approaches
have a common trade-off: they trade prediction accuracy
for processing time. A natural way to overcome the above
trade-off is to use the parallel or distributed computing
techniques to speed up computations, while keeping the
accuracy intact [6]. More specifically, the usage of a cluste
of PC’s (sometimes referred as a class of COW's - Cluster
of Workstations) is particularly attractive as such conaput
system configurations are readily available at this time.

Recently, some parallel computational strategies hava bee
proposed in order to reduce the required computational time
without affecting the prediction accuracy requiremeniq 9
In [6], the strategy of parallelization proposed is very @bex
and hard to implement. This approach was applied in a 2D
ray-tracing model, being also tested in a kind of 3D rayitrgc
that have some restrictions in the diffraction mechanism
(Vertical Plane model - [1]). Both model versions are very
dependent on the algorithm implementation and are restrict
iﬁst for outdoor environments. In [9], the proposed patalle

odel is very simple to implement computationally and can

deployment. Such predictions can represent an importgyf o jied easily in full 3D ray-tracing channel model witho
role in determining network parameters including coveraggy gifraction restrictions (if desired). The parallefigitncy

transmitted-data rates, optimal base station locatiomsl & this model was evaluated through simulations for outdoor
antenna patterns [1]. The necessity of efficient prOpagat'gcenarios, presenting in some cases values above to 100%.
models is still more evident when it is increased the intere@n”ke the model presented in [6], this one can be applied
to provide mobile services for complex environments (€.¢, ingoor scenarios (through inclusion of the transmissio
muItl-roqr, several scat.ter's, vegetaFlon, etc) and aqngrtb mechanism in ray-tracing algorithm). However, a perforogan
recent wireless transmission techniques (€.g. Multipluls o\ 51 ation in this context has not been evaluated yet. Tthen,
Mu!tlple Outputs - MIMO [2], smart a_ntennas [3])_’ where ar‘f)aper is intended to evaluate the performance of this grall
defined new paf[terns for the.behawor qf the S|gn_al. In thisoqel for MIMO (Multiple Inputs Multiple Outputs) systems
context, ray-tracing based radio propagation predictioad@eis jointly with multi-floor indoor scenarios

have shown promise [4]-[7]. Although ray-tracing appra@eh” rnis haner is organized as follows. Section Il discusses

are very useful in the design, analysis, and deployment @f, paseline ray-tracing based radio propagation predicti

wireless net\/\_/orks, it has been _recognized t_hat these_ mo%ﬁorithms and presents a brief description of the full 3D
are computationally very expensive and require a consitiraggp moe| adopted in this paper. Section Il outlines the

Andre  Mendes Cavalcante and Marco dosde Sousa, INdT parallel computational model proposed. Section IV present
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Il. RAY-TRACING TECHNIQUES

There are basically two approaches for tracing of rays
in the radio-propagation context: the first one is based on
Image Theory (IT) [10]. Such approach is strongly dependent
on size and complexity of the environment; it has been
more used in small and simple environments involving only
reflections [10]. Some authors have related the possitolity
incorporating diffraction and transmission points sesigh
algorithms in such approach, but even so, its intrinsic
limitation early mentioned remains. On the other hand, the
shoot-and-bouncing-ray (SBR) method (referred sometimes
as “Brute-Force”) is the ray-tracing approach more suéabl
for large and complex environments [10], involving any
combination of basic interactions (reflection, transnoissand
diffraction). The intrinsic limitation of this approachtise high
required processing time in order to evaluate all raypaths.

Independent of the adopted approach, the spent
computational time for the program execution can reaching
very large values [6], mainly to environments inserted ia th
modern configurations of wireless communication system
(e.g, with multiple sources, outdoor-indoor interactions,)etc

The first natural effort in order to reduce the processing
time in such models is optimizing the ray-face intersection
tests (or shadowing tests). There are several approadaesdre
to that optimization, such as BSP (Binary Space Partition),
SVP (Space Volumetric Partition), Angular Z-buffer algbm, .
BV (Bounding volumes) and so on [10]. Additionally, efforts
have been made to parallelize the code that implements the
ray-tracing algorithm [6],[9]. In IT, the parallelizatioof
the code is not trivial, since the data structure used in this
technique (tree of images) is totally concatenated, hinder
the splitting of the tasks and the load balancing among the
processor nodes. On the other hand, the SBR technique is
already intrinsically parallel, because the rays thatanet¢hed
by the transmitting antenna are independent from each,other
allowing the SBR code to be directly applicable in the patall
programming paradigm. Therefore, the parallel model was
developed over a SBR approach.

A. Full 3D SBR Technique

According to the classical SBR technique, rays are launched
by the transmitting antenna in all directions, each one
presenting a wavefront portion that propagates from the
antenna. SBR methods are also referred as forward methods,
due to the simulation to be performed from the transmitting
antenna, tracking the path of each ray and their descendants
(new generated rays by interaction with faces of the scéne).
this paper, such technigue was implemented into three stage
labeled as: ray-launching, ray-reception and ray-tragkin

« Ray-launching stage:This stage is responsible for the

launching of rays from the source (transmitting antenna).
The efficiency of this stage is measured by the ability in
generating a uniform launching of rays by the source in
the space in order to subdivide wavefronts with nearly
equal shape and area. An efficient 3D source modeling
strategy that has been used largely in literature and
was adopted in this paper is the one presented in [11].

In this approach, the ray-launching at the transmitter
(source) is based on a technique where a regular
icosahedron is inscribed in a unit sphere surrounding the
transmitting antenna. Each icosahedron vertex represents
the launching direction of a ray. In order to provide more
rays, each triangular face of the icosahedron is further
divided into smaller triangles. However, this subdivision
into more facets is an approximate method in the sense
that the angular separatian between neighboring rays

is no longer exactly the same. This is because the new
generated vertexes are not all on the circumscribing
sphere of the original icosahedron [12]. These results
present in about a 20% difference between the maximum
(Amaz) @and minimum {,;,) value of o [12]. In the
ray-reception stage (described later), it is necessary to
define a fixed angular separation in order to discover
which components (rays) are received in each field point.
If it is adopted to the angular separation, the value defined
by a,..n, SOme multpath components that should be
taken into account will not be. Otherwise, df,,,, is
adopted, there will be multiple counting of components.
The ray-launching strategy implemented in this paper
always considers the value af,,,,. in all calculations,
being the multiple counting problems solved by a simple
additional procedure briefly described in the next stage.
Ray-reception stage:This stage determines if a certain
ray must be considered as a received one to the reception
points (field points). The strategy of reception adopted
here is based on an adaptive reception sphere, according
to the model described in [11]. This strategy works well

if the angular separation between neighboring rays is
exactly the same. As mentioned early, this is not achieved
in a tri-dimensional implementation. To the angular
separation case considered in this papes. (amaz),

this reception strategy undergoes some problems related
to multiple counting of components. Such problems
are solved by a simple procedure that verifies if a
raypath with the same mechanisms on the same objects
already was computed in simulation. In the affirmative
case, only the closest raypath of the reception point is
stored. The verification procedure is performed through
a comparison of thestrings that define the raypaths,
being then, a computationally efficient procedure, not
generating considerable workload in this stage.
Ray-tracking stage: This stage is responsible to track
the paths of each ray based on its interaction with
scene obstacles. For each ray launched by the source,
a recursive algorithm is performed in order to verify if
the ray intersects some scene obstacle (face or edge) or
some field point (reception sphere). If the ray intersects a
face then the source ray is replaced by a reflected ray and
by a transmitted one, to which the recursive algorithm is
applied again. If the ray intersects some field point, a
ray-reception procedure (described in the previous item)
is trigged. In the last case, if the ray intersects an edge,
the ray source is replaced for several diffracted rays. For
indoor scenes, the diffracted rays are neglected by our
SBR model.
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I1l. PARALLEL MODEL where customized input files for each node are previously

The proposed parallel model for SBR algorithms Wa%reated and distributed through a network file system, as the
schematized in three stages, according to shown in FighltS (Network File System), used in UNIX systems [15]. After

Pre-ProcessingProcessing of Rayand Post-Processingnes. the generation and Iogding of the input filé%reé_-Processing
The basic idea of this model is that after a data pre-proogssFt29¢). €ach node will perform the processing of the rays

phase, the total workload can be divided among the noo%esﬁ”ed for it. When the rays simulation is over, each isolated
that compose parallel architecture (cluster of PC's), ugro Process (node) can se_nd thgir results through the network
a random distribution among them, of the initial rayéjsmg MPI, or maI§e ayallable in the form of local file shared
to be launched and field points (reception points) to jarough the '\_IFS (in this paper, '_[he NFS strategy was adapted)
evaluated. The efficiency of this approach is guaranteed bye processing of rays resu_lt IS a report of all the rays th_at
the independence of the involved entities (rays and fiel ached the f!eld points def|neq in the scene. The recgpthn
points) and by the form of the employed distribution (rand.omand orgamzanonl of results provided by each node consist in
The random approach tends to be more efficient in tﬁ@e post-processing stage. _ . . .
load-balancing issue as larger the total number of emitigd r To proceed, e_ach stage V_V'" be briefly _deta|led, bem_g
and the field points are, exactly the case that most justifi@gom.ed the t.er.mmology thaF if the program 1S performgd n
the use of parallel computing [9]. Through this strategg tf serial way, Itis caIIed.a.s.erlaI modeand if the program is
processing load of a homogeneous cluster is balanced tﬂnro@&rformed in a cluster, it is calleuster mode

thg distribution of the equal number of initial rays and field 1) Pre-Processing stageThis stage consists basically on
points (randomly chosen) for each node. For a heterogeneous the definition and creation of customized input files for
cluster, the rays and field points number of each node must be each node. After this step, two files for each node
proportional to its processing capacity. Evidently, disering designed asetup fileand ra§/s file are defined. Such '

the_ prqcessing capgcity of computers may be done previqu;ly files and their usage will be explained in subsequent
being it even possible to estimate it based on charactevisti procedures listed below:

of hardware and software. a) Loading of the setup file This procedure consists
on reading of a predefinesetup file A setup file
contains information about simulation parameters
(transmitted power, antennas type, maximum
number of interactions, field points locations, etc)
and the names of the scene (building database) and
rays files that should be loaded.

b) Loading of the rays file It consists on reading of
the rays file defined in thesetup file A rays file
contains the directors of the initial rays that were
randomly assigned to a certain node. In Hegial
mode all directors are assigned to a single node.

¢) Generation of table files This procedure consists
on generation of table files for each nodetable
file contains a list of field points that will be under
responsibility of a specific node. This assigning of
field points is performed by a random way and
so that each file contains a approximately equal
number of distinct field points. Theses files will be
useful in the parallelization of thBost-Processing
stage (additional details will be given later). As
implementation proposal in theluster modeit is
chosen a specific node to be responsible by the

Fig. 1. Model of parallelization for the 3D SBR algorithm. generation of gable filefor each node (including
itself). In serial mode, all field points are assigned
In the context of the parallel and distributed computing, for a single node.

the proposed model can be inserted in the SPMD (Single2) Processing of Rays stageThis stage is responsible to
Program Multiple Data) paradigm [13], because for a specific ~ perform the 3D SBR algorithm described in the Section
scene, each node performs the same SBR program over distinct 1l-A. Each node is responsible to perform this procedure

data (initial rays and field points). The initial communioat only for the rays defined in iteays file
strategy among the nodes in order to supply such input date8) Post-Processing stage:lt consists basically on the
through the network could be implemented, for instanceygusi saving of path files and results evaluation. Three steps

MPI (Message Passing Interface) standard communication are defined in such stage, according to what is listed as
library [14]. However, a simplest strategy was implemented follows:
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a) Saving of path filesIn this step a filegath file for
each field point is created containing informatior
about all raypaths that reached it. In the cluste |
mode, each participating node generates their st N *
files for each field point, requiring an additional T
procedure for assembling these files in order t 10
mount a single file per field point.

b) Synchronization Saving/Assemblingn order to 66m
begin theAssembling of filestep, it is necessary
that all the nodes have already concluded th . Rx
saving procedureSaving of path fileene). To each t
node indicates for the other nodes that its savin | 5m | | 10m !
step is over, atatus fileis created. Such file does 2

ZI—}X

o
o
S

not contain any information and is used only tc

status check (for instance, if th&tatus fileof a

specific node was created, then it indicates that the

node is ready to begin the assembling procedur@d- 2. Environment layout with two floors

otherwise, the node is still not ready). When all

nodes were ready (synchronization phase), they

begin to perform theAssembling of filestep. The simulations were carried out under a cluster consisting
c) Assembling of files In this step, each node isof eight (08) nodes with Pentium IV HT 3.3 GHz processors

responsible for assembling the path files of thand main memory of 1.5 GB. All computational code was

nodes just for the field points defined in tsble implemented using C++ object oriented software language.

file. It is important to note that in this step isThe used compiler was the g++ version 3.3.5 20050117

necessary only in the cluster mode. (pre-release) under a GNU/Linux operating system. The
d) Synchronization Assembling/Evaluatiorin order master/slave paradigm was used in order to follow the Unix

to perform the subsequent stépeiults Evaluation network file system (NFS - Network File System) paradigm.

one), it is necessary that all the nodes have alreafstomized input files (setup file and rays file) to each poces

concluded the assembling of files procedurénode) were previously constructed. All those files jointly

In a same way to realized in the previougvith the scene file were distributed on the network through

synchronization step, each node creatstatus file the Unix NFS. To evaluate the performance of the proposed

to indicates for the other nodes that Assembling parallel model, some interesting metrics were adopted, as

of files step is over. When all nodes were readyspeedup, workload expansion ratio, and resource utiizati

they begin to perform th®esults Evaluatiostep. [6]. Considering thaf’s., is the best finish time achieved when
e) Results Evaluation This step is responsible foronly one machine is used (serial modg)is the finish time

the prediction results evaluation (electric fieldfor the ith node when a-node cluster configuration is used,

received power, arrival angle for each ray, etc) anfn.. and 7y, , are respectively the maximum and average

generation of the output files with such informatiorfinish times, among the nodes, whil€e7,,,, is the summation

for each field points. In the cluster mode, each nod¥ finish times for all nodes, thefi;,,o, = max’_t;, Tsum =

is responsible for evaluating results just for the field;—; ti, andT,,g = Tsum/n. The speedufs,, the workload

points defined in itg¢able file expansion ratio¥/,,, and the resource utilizatioty,, can be
ComPUted aSSn = seq/Tmazu Wn = sum,/Tseqr and
Un = Tuvg/Tmaz. In order to more accurately measure the
IV. RESULTS

scalability of the proposed model, it was employed the roetri
In order to evaluate the performance of the proposed phraiié efficiency E,, = S,, /n [6].
model for indoor scenarios with multiple floors and MIMO, Fig.3 show the speed-up factors obtained for 655,362
it was considered as study of case the scene shown in Fig&/s launched by each Tx (total of 1,310,724 launched
In this figure, the transmitters were located in the pos#tiomays). It can be observed that the model performance was
labeled as “Tx” at a height of 2.7 m from its floor and thalways above to reference case (linear one) for all consitier
receivers were labeled as “Rx” at a height of 0.7 m (from itsluster configurations (this situation is referred in Etere
floor). All antennas were defined as vertically polarize@ as “super-linear speed-up” [13]). It was also noted that
dipoles. As ray-launching algorithm it was considered thie f the behavior of speed-up factors for indoor environments
3D SBR model briefly described in Section II-A together witlis more smooth than observed in outdoor ones [9]. This
the UTD (Uniform Theory of Diffraction) presented in [10].difference is justified because in indoor scenarios gelyeisd
The adopted frequency was 2.4 GHz considering raypaths nay-tracing algorithms do not taken into account the diffian
to 10 reflections and 2 transmissions. It was set the relatireechanism. As this one generates dynamically a great amount
permittivity of all the walls to 4, conductivity to 0.55 S/mm@ of rays and the adopted paralellization strategy perforst ju
thickness to 0.2 m. a static distribution of initial rays, the load-balancingries
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along the simulation, affecting the behavior of speed-up Table Il shows the performance evaluation metrics applied
factors. In other hand, in indoor environments the increasiin the proposed parallel model. According to shown it, the
of the generated rays along of the simulation is more uniformorkload expansion ratio obtained in all cases was always
as only the reflection and transmission mechanisms drelow ideal caseW, = 1.0), decreasing its value as the
considered. number of nodes increases. It features that it is possible
expecting a good scalability of the model for the considered
range of nodes. The resource utilization rates obtained are
very close to the ideal utilization rate indicating thatradides

Linear Speedup

10 o —&— Full 3D Model Speedup
spend little time in idle status. The efficiency of the pragmbs
. model improved with the increase of the number of nodes,
8 presenting values above ideal efficiency in all considered
cluster configurations.
2 ° TABELA IIl
% PERFORMANCEEVALUATION METRICS
ot n-node
T Cluster S, W Un E, [%]
2 1 1,000 1,000 1,000 100,00
2 2,0725 0,964 0,999 103,62
T T T ! 4 4247 0,939 0,997 106,18
8 8,601 0,925 0,995 107,51

Number of Nodes

Fig. 3. Speed-up factors to 655,362 rays launched by eachtotal (of AS _the unique difference among t_he processes of each
1,310,724 launched rays ) node is the data volume of the input files, these performance

evaluation results show that the processing time of thestask
Tables | and 1l show the number of processed ragerformed by each node presents a reduction rate above
(ray-load balancing) and the average processing time wast@ear related to reduction rate of the handled data volume,
by each node in several cluster configurations, respegtivehainly in procedures related to the scanning of the used
The presented maximum processed rays difference relagigda structures and memory allocating. It implies that if
to average value (number of processed rays in serial motie¢ SBR algorithm is partitioned (i.e., distribution of tial
number of nodes) was around 0.015% and the maximudys and field points among several input files) and it is
processing time difference was close to 1.5 seconds. Thé#gictured to be performed of serial way, nevertheless it
results demonstrate the load-balancing effectivenessdoor Will be more attractive than being performed in serial way
environments previously mentioned. with no partition. The scalability of the model is naturally
guaranteed due to independence of the initial rays and
reception points. However, this super-efficiency preskie
the model only will be maintained while the speedup gain

TABELA |
PROCESSED RAYS

Node Serial 2-nodes 4-nodes 8-nodes obtained in the ray-processing stage of each node in a certai
Cluster Cluster Cluster cluster configuration is large enough and overcoming the
; 1125_74760 52%3323 2523%133%7 1}1‘32;%2?7 speedup losses generated in the other procedures (mainly in
3 . - 58144749 14071886 the Assembling files one). This requirement can be achieved
4 - - 28144518 14073009 increasing the complexity of the scene or increasing the
5 - - - 14072054 resolution of the initial rays to be launched. Besides imjprg
6 - - - 14071403 g . "
v : - - 14073948 the efficiency model, the increase of these entities (scene
8 - - - 14072152 complexity and ray resolution) makes the SBR algorithm more
accurate.

TABELA 1l

PROCESSING TIME[S]
V. CONCLUSIONS

Node Serial 2-nodes  4-nodes  8-nodes . . .

Cluster  Cluster  Cluster In this paper, it was presented a computational parallel
1 1305.575 629.845 306.884 151.479 model based on full 3D ray-tracing techniques for
g _ 629_'950 336()575;734 115501'3igg radio-propagation prediction in MIMO systems and multisflo
2 . . 306534 150448 indoor scenarip. Such approach is_ based on ind_ependence
5 - - - 151.538 of the tasks in the SBR ray-tracing algorithm in order
6 - - - 15%-723 to efficiently distribute the total workload (by a random
; - - - igolggz distribution of the initial rays and the reception points)ang

the nodes of the parallel architecture (cluster of PC'sye&s
issues related to practical implementation of the parailedlel
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were described. Some simulation results have been presente
in order to demonstrate the efficiency of the proposed parall
model in such scenarios (multi-floor indoor and MIMO),
where expressive parallelization gains were provide. Thenm
reason for this comes from the fact the model is able to
perform a more effective load-balancing when several Tx’s
are considered and when only the reflection and transmission
mechanisms are modeled, i.e., the model is suitable to
radio propagation prediction for MIMO systems and indoor
scenarios.
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