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“What man is a man who does not make the world better?”
Balian of Ibelin.

“The characteristic of a genuine heroism and geniality is its persistency. All men have
wandering impulses, fits and starts of generosity and brilliance. But when you have

resolved to be great, abide by yourself, and do not weakly try to reconcile yourself with
the world. The heroic cannot be the common, nor the common the heroic.”

Ralph Waldo Emerson (adapted).
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Resumo

Este trabalho propõe um novo algoritmo genético não paramétrico de apren-
dizado não supervisionado para análise de fronteira de decisão (GADBA) a partir
da identificação de agrupamentos, aplicando-o na detecção de danos estruturais em
pontes, ainda que sob a influência de efeitos lineares e não-lineares causados por
condições ambientais e operacionais, incluindo danos e falha estrutural. Além disso,
são apresentados uma nova expressão para caracterização de componentes estrutu-
rais e um método para eliminar componentes redundantes baseado em análise de
densidade de distribuição. O desempenho da abordagem proposta é avaliado através
da comparação com três dos mais difundidos métodos da literatura utilizando dois
conjuntos de dados baseados em séries temporais extraídos a partir de sistemas de
monitoramento instalados em duas diferentes pontes: Ponte Z-24 e Ponte Tamar.
Os resultados demonstram que o algoritmo proposto é mais competente na tarefa
de contornar condições normais da estrutura e identificar componentes estruturais.
Adicionalmente, o método revela um melhor desempenho de classificação frente as
demais técnicas do estado-da-arte em termos de falsas-positivas e falsas-negativas
indicações de dano, sugerindo a sua aplicabilidade em cenários reais de monitora-
mento.

Palavras-chave: Monitoramento de saúde estrutural, Algoritmo genético, Detecção
de danos, Condições ambientais, Condições operacionais, Clusterização.



Abstract

This work proposes an unsupervised and non-parametric genetic algorithm
to decision boundary analysis (GADBA) from the creation of clusters. This tech-
nique is applied to detect structural damage even in the presence of linear and non-
linear effects caused by environmental and operational conditions including struc-
tural cracks and damage. Moreover, a new expression for characterize components
and a method for eliminate redundant components based on the analysis of density
distribution are presented. The performance of the proposed algorithm is demon-
strated through comparison with three of the most widespread techniques in the
literature using two time series data sets extracted from monitoring systems de-
ployed in two different bridges: the Z-24 Bridge and Tamar Bridge. The results
demonstrate that the proposed algorithm is more competent in the task of fitting
normal conditions and identify structural components. This technique revealed to
have better classification performance than the state-of-art algorithms in terms of
false-positive and false-negative indications of damage, suggesting its applicability
in real world monitoring systems.

Keywords: Structural health monitoring, Genetic algorithm, Damage detection,
Environmental conditions, Operational conditions, Clustering
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1 Introduction

Improved and more continuous condition assessment of bridges (FIGUEIREDO;
MOLDOVAN; MARQUES, 2013) has been demanded by our society to better face the
challenges presented by aging civil infrastructure. In the last two decades, bridge condi-
tion assessment approaches have been developed independently based on two concepts:
bridge management systems (BMSs) and structural health monitoring (SHM). The BMS
is a visual inspection-based decision-support tool developed to analyse engineering and
economic factors and to assist the authorities in determining how and when to make de-
cisions regarding maintenance, repair and rehabilitation of structures (LEE et al., 2008;
WENZEL, 2009). On the other hand, the SHM traditionally refers to the process of
implementing monitoring systems to measure in real time the structural responses, in
order to detect anomalies and/or damage at early, current and future stages (FARRAR;
WORDEN, 2007).

While the BMS has already been accepted by the bridge owners around the world
(MIYAMOTO; KAWAMURA; NAKAMURA, 2001; ESTES; FRANGOPOL, 2003; GAT-
TULLI; CHIARAMONTE, 2005), even though with inherent limitations imposed by the
visual inspections, the SHM is becoming increasingly attractive due to its potential ability
to detect damage at varying stages and near real-time, with the consequent life-safety and
economical benefits (WORDEN et al., 2007). The author believe that all approaches to
SHM, as well as all traditional non-destructive evaluation techniques, can be posed in the
context of a statistical pattern recognition (SPR) problem. Thus, the SPR paradigm for
the development of SHM solutions can be described as a four-phase process (FARRAR;
DOEBLING; NIX, 2001): (1) operational evaluation, (2) data acquisition, (3) feature
extraction, and (4) statistical modeling for feature classification.

This work focus in the statistical modeling for feature classification purposes con-
cerned with the implementation of algorithms that analyse and learn the distributions of
the extracted features in an effort to determine the structural health condition (WOR-
DEN; MANSON, 2007). Inherent in the data acquisition, feature extraction, and sta-
tistical modeling is data normalization, which is the process of separating changes in
damage-sensitive features caused by damage from those caused by varying operational
and environmental conditions (SOHN; FARRAR, 2001). Actually, these influences on the
structural response have been cited as one of the major challenges to the complete transit
of SHM technology from research to practice (SOHN, 2007; XIA et al., 2012). Consider-
ing the fourth phase of the SHM process numerous studies have established the robust
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concept of automatically discovered the number of normal and stable states conditions
of bridges, even when it is affected by extreme operational and environmental conditions
(FIGUEIREDO; CROSS, 2013; FIGUEIREDO et al., 2014a). In these works, the dam-
age detection is carried out on the basis of an outlier detection strategy using distance
metrics (SOHN, 2007) which permits to track the outlier formation in time in relation to
the chosen main groups of states.

In this work, a novel unsupervised approach using genetic algorithm (GA) to
detect structural damage in bridges is proposed, namely genetic algorithm for decision
boundary analysis (GADBA). Combined with the strong search capability inherent in
GAs, this work presents a new term to characterize the main clusters/components of
features/observations that correspond to the normal state conditions of a bridge and
a new algorithm to regularize these number of clusters, namely concentric hyperspheres
method (CHM), mitigating the cluster redundancy. In that regard, a first step is proposed
in order to automatically discover the main state conditions of bridges by clustering
the training observations according to the closest centroids, which are targets of the
optimization performed with genetic operators of the GA. This optimization aims to find
feasible state conditions of the bridge, defining boundary regions between the clusters, as
well as reducing the number of discovered state conditions. A second step is related to
the damage detection method, where is computed the Euclidean distances between the
test observations and the centroids optimized in the first step. The minimum distance
represents the damage indicator (DI) of observation and indirectly the cluster which it
belongs.

The proposed approach is performed on standard data sets from the Z-24 Bridge,
in Switzerland, and the Tamar Bridge in England. The classification performance is eval-
uated through receiver operating characteristics (ROC) curves, which are a means of
determining performance on the basis of Type I/Type II error trade-offs. In SHM, in the
context of damage identification, a Type I error is a false-positive indication of damage
and a Type II error is a false-negative indication of damage.

The overall organization of this work is as follows. Section 2 describes all the new
constraints and mechanisms developed to cluster the normal state conditions of bridges,
by using the GADBA-based approach, and to detect damage based on those identified
clusters. Section 3 highlights a structural description of both bridges as well as a summary
of the data sets from those bridges that encompass a wide spectrum of challenges associ-
ated with practical damage detection problems. Section 4 presents the applicability of the
proposed approach on those real-world data sets and compares its performance with two
approaches. Finally, Section 5 summarizes and discusses the implementation and analysis
carried out in this study.
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1.1 Related work
Damage detection based on machine learning algorithms applied to bridges has

received a lot of attention in the past few years due to its highly improved performance
to model and separate changes in damage-sensitive features caused by damage from those
caused by varying operational and environmental conditions. Compared to approaches
that consist of measuring the parameters related to operational and environmental varia-
tions (e.g. live loads and temperature), these algorithms pave the way for data-based mod-
els applicable to structural systems of arbitrary complexity, intends to avoid the measure
of operational and environmental variations and physics-based model approaches such as
finite element analysis. Note that for most civil engineering infrastructure where SHM sys-
tems are applied, the unsupervised learning algorithms are often required because only
data from the undamaged condition are available (FARRAR; WORDEN, 2013). Some
of the traditional unsupervised machine learning algorithms and their adaptations for
damage detection in bridges are discussed below.

The mahalanobis-squared distance (MSD) algorithm is one of the most tradi-
tional methods for damage detection, having widespread use in real scenarios due to its
characteristic to identify outliers (WORDEN; MANSON, 2007; WORDEN et al., 2007;
NGUYEN; CHAN; THAMBIRATNAM, 2014). Those abnormal observations appear in-
consistent with the rest of the data and therefore is believed to be generated by an alter-
native mechanism that is not related to the normal conditions established with a mean
vector and a covariance matrix derived from baseline data sets. However, when nonlin-
earities are present in the observations, the MSD fails in modeling the normal conditions
of a bridge because it assumes the baseline data sets as multivariate Gaussian distributed
(FIGUEIREDO; CROSS, 2013).

Neural networks are also intelligent strategies to filter operational and environ-
mental factors in the damage-sensitive features, detecting structural damage based on
some distance metric between the unfiltered and filtered features by the network trained
with datasets from normal conditions. The major unsupervised approach in this scenario
is the nonlinear principal component analysis (NLPCA) (SOHN; WORDEN; FARRAR,
2002; HSU; LOH, 2010; HAKIM; RAZAK, 2014), which is based on the auto-associative
neural network. This subclass of neural networks consists of three hidden layers: the map-
ping layer, the bottleneck layer, and de-mapping layer (KRAMER, 1991). The number of
nodes in the bottleneck layer is related to the number of factors that should be filtered.
The main challenge of this approach in real SHM systems is to know in advance the
number of factors that can mask the damage-sensitive features, since the criteria defined
in (KRAMER, 1991) only estimate the number of nodes in the mapping and de-mapping
layers.

In (FIGUEIREDO et al., 2011), Figueiredo performed a comparison study of sev-
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eral unsupervised machine learning algorithms on standard data sets. This study was
performed upon experimental vibration monitoring tests in the laboratory using a three-
story frame structure with different configurations. The operational and environmental
effects were simulated by stiffness or mass changes, while damage was simulated with a
bumper mechanism causing a nonlinear effect due to collisions. The four models chosen
were based on a NLPCA, factor analysis, the MSD, and singular value decomposition.
The overall analysis provided by this article has demonstrated that the NLPCA and
MSD algorithms had the best classification performance when one wants to minimize
false-negative indications of damage and when life-safety issues are the primary motive
for deploying the SHM system.

New concepts are developed in (FIGUEIREDO; CROSS, 2013; FIGUEIREDO et
al., 2014a) based on a two-steps damage detection strategy. In their first step, those works
apply the Gaussian mixture models (GMMs) algorithm in order to model the main clus-
ters that correspond to the normal and stable state conditions of a bridge, even when
it is affected by unknown operational and environmental conditions. In (FIGUEIREDO;
CROSS, 2013), the parameters of the multivariate finite mixture models are estimated
from the training data using the classical maximum likelihood (ML) estimation based on
the expectation-maximization (EM) algorithm. On the other hand, in (FIGUEIREDO et
al., 2014a), the parameters are estimated using a Bayesian approach based on a Markov-
chain Monte Carlo (MCMC) method. The Bayesian approach stands as an improvement
over the classical ML estimation based on the EM algorithm. For the second step, a sim-
pler and well-know approach is proposed, the MSD algorithm, which permits to track
the outlier formation in relation to the chosen main groups of states. These cluster-based
approaches have surpassed the traditional unsupervised damage detection methods, e.g.,
based on the MSD and NLPCA algorithms (FIGUEIREDO; CROSS, 2013). However,
when the structure response do not follow a multivariate Gaussian distribution, the algo-
rithm fails in model structural normal conditions.

1.2 Clustering genetic algorithms
Genetic algorithms (CHAMBERS, 2000; GOLDBERG, 1989) are powerful tech-

niques of stochastic optimization for search and objectives evaluation guided by evolution-
ary principles and natural genetics performing solutions of multimodal complex problems
leading with different restrictions at the same time (DEB et al., 2002). There are many
tasks in pattern recognition area which GAs are used in order to identify complex param-
eters, therefore its application in other problems in this same area appears as natural,
specially in the clustering data field. Hence, some of the most widespread approaches for
GA-based clustering are discussed in more detail below.
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The GA-clustering (MAULIK; BANDYOPADHYAY, 2000) is a well-known un-
supervised GA for solve clustering problems in 𝑚-dimensional Euclidean space R𝑚. Its
approach is very similar to the K-means (MACQUEEN, 1967) algorithm where a given
set of points is divided into a number K of subsets by applying genetic operators (fitness,
selection, crossover and mutation) in each individual generated randomly and selecting
K points as the initial centers. Note that genetic operators are applied directly on the
features of the individual resulting in most incisive changes of value. The final result is
the best position of the centers in each subset. The principal challenge in this technique
is estimate the correct number of data subsets K which represents a cluster configuration
and needs to be indicated previously. By analogy, in SHM applications, the number of
clusters indicate the number of main structural components. Since estimate the parameter
K remains challenging, so the applicability of GA-clustering is not indicated for real SHM
scenarios.

In (COWGILL; HARVEY; WATSON, 1999) is proposed a clustering algorithm
called COWCLUS that uses GA as a global searching technique. In COWCLUS the func-
tion used to evaluate a single solution is the variance ratio criteria (VRC) which defines
the cluster isolation and internal cluster homogeneity analysing the degree of isolation
between different clusters. The principal goal of this technique is to determine the best
partition of the data in subsets in such way that maximizes the VRC. The practical re-
sults demonstrated that approach has a superior performance than K-means and Ward’s
in terms of maximization of the VCR function. However, the COWCLUS limitation is
related to the previous knowledge of the parameter K and its problem of stuck in local
optima.

In the context of techniques inspired by hybrid concepts in (HALL; OZYURT;
BEZDEK, 1999) is developed a genetically guided algorithm (GGA) for clustering applied
to brain tissue quantization that uses objective functions from other two well known algo-
rithms: fuzzy c-means (FCM) (WEN; CELEBI, 2011) and hard c-means (HCM) (RUNK-
LER; KELLER, 2012). This approach consists of the minimization of an adapted function
from originals objectives used in FCM and HCM that rewrites the fuzzy partition matrix
by other matrix that represents a measure of distance from each feature vector to all
centroids contained in a single solution. The analysis provided by this article when GGA
is compared with FCM and HCM has demonstrated that the GGA provides equivalent
results in terms of a “good” clustering and is indicated only if its time cost can be re-
duced. The limitation of this algorithm consists of know the number of clusters to be
modeling. This occurs due GGA to be based on HCM and FCM techniques, thereby it
first step consists in run HCM and FCM procedures that require this prior knowledge of
the partitions number.
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2 Genetic algorithm for decision boundary
analysis (GADBA)

In general, the GADBA capabilities for searching and optimizing are presented in
this study with the purpose of grouping data into logical structural components given a
maximum number of clusters, 𝐾𝑚𝑎𝑥, resulting in suitable geometric centers (centroids)
for each cluster in the Euclidean space, R𝑚. In particular, the task of the proposed CH
algorithm is to support the automatic identification of the number of clusters, 𝐾, and to
choose the appropriate centers 𝐶 = 𝑐1, 𝑐2, ..., 𝑐𝐾 of each cluster, through the maximization
of the objective function proposed for the GADBA, which contributes to use the lowest
number of clusters as possible. Essentially, the GADBA-based approach performs the CH
algorithm in the set of solutions in each generation, aiming to estimate the correct number
of components through an agglomerative clustering process.

For general purposes in SHM, the training matrix 𝑥 ∈ R𝑛×𝑚 is composed of 𝑛

observations under operational and environmental variability when the structure is un-
damaged, where 𝑚 is the number of features per observation obtained during the feature
extraction phase. The test matrix Z ∈ R𝑡×𝑚 is defined as a set of 𝑡 observations collected
during the undamaged/damaged conditions of the structure. Note that an observation
represents a feature vector encoding the structural condition at a given time.

2.1 Individual representation
Each individual is a sequence of 𝐾𝑚𝑎𝑥 points defined in R𝑚 representing the cen-

troids of a candidate solution as shown in Figure 1.

F(1, 1) F(1, ...) F(1, m) F(2, 1) F(2, ...) F(2, m) F(K, 1) F(K, ...) F(K, m)...

Figure 1: Representation scheme of a single individual.

𝐶𝑖 is a centroid index of the 𝑖-th centroid and 𝐹 (𝑖, 𝑗) is the value of the 𝑗-th
dimension of the 𝑖-th centroid. The number of alleles stored in the same individual is
variable and its size 𝐾 can be ranging between 1, · · · , 𝐾𝑚𝑎𝑥, this means that an individual
consists of a list of real values with maximum size equal to 𝑚 × 𝐾𝑚𝑎𝑥. Each gene is
composed of a centroid having an integer index identifying the allele position on the
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individual being possible disable some of genes applying CHM algorithm discussed in
section 2.5. As an illustration, consider the following example.

Example 1. Defining 𝑚 = 2, 𝐾𝑚𝑎𝑥 = 6 and 𝐾 = 3 there is an individual in the
euclidean space of order two composed of three centroids. Thereby, the chromosome

(1, 51.6, 72.3) −→ (2, 18.3, 51.7) −→ (3, 34.0, 21.34)

is a representation of a clustering solution containing three centroids.

The process of create an initial population occurs choosing randomly a number 𝐾

on the closed interval 1, · · · , 𝐾𝑚𝑎𝑥. The 𝐾 centroids to be coded on the individual are
also chosen randomly selecting 𝐾 points from training set. The process is repeated for all
p individuals to be generated and inserted in P.

2.2 Genetic operators
Aiming to perform several tasks of mutation, parent selection and survival se-

lection, herein three well-known methods are highlighted and adopted to support the
GADBA-based approach. The mutation process controls the exploration of the solution
space by means of performing changes in the individuals. In this study, this process is
composed of two steps:

(i) the number of centroids is changed via a stochastic variation method. An increment
rate is previously determined by computing the inverse of the number of clusters,
𝑇𝑥 = 𝐾−1

max. A random real value 𝑇𝑟 defined in the range [0, 1] is used to determine the
number of centroids to be enabled in the offspring individual by applying 𝐾𝑛𝑒𝑤 =⌈︁

𝑇𝑟

𝑇𝑥

⌉︁
. In the case of 𝐾 ≤ 𝐾𝑛𝑒𝑤 ≤ 𝐾𝑚𝑎𝑥, then the miss positions are completed

by selecting 𝐾𝑛𝑒𝑤 − 𝐾 observations at random from matrix 𝑥, otherwise the last
centroids are eliminated;

(ii) the mutation occurs in each centroid position in a stochastic manner. A mutation
probability 𝑝𝑚𝑢𝑡 is associated to every position, which is subjected to the Gaussian
mutation,

𝐹𝑖,𝑗 = 𝐹𝑖,𝑗 + N (0, 1) , (2.1)

where N(0, 1) is a random number from a Gaussian distribution with zero mean and
unitary standard deviation, and 𝐹𝑖,𝑗 the real value of the 𝑖-th centroid in the 𝑗-th
dimension.

The selection operator drives the searching towards a promising region in the
feature space. The parent selection method is based on the well-known tournament with
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reposition. This method creates a 𝑟 subset by selecting |𝑟| individuals randomly from
the population. Afterwards, only the best individual is selected from 𝑟 and submitted to
the crossover process with another individual selected in the same manner. Besides, the
survival selection is based on the elitism concept (DEB et al., 2002), in which two sets
of parents I𝑝 and offspring I𝑐 are joint, creating a set I𝑢 = I𝑝

⋃︀ I𝑐. Then, a new fitness
value is calculated based on the Pareto Front and crowding distance. The solutions that
compose the new set I𝑢 are sorted in order to select the |P| better individuals as the new
population set P.

The stopping criteria are: when the maximum number of generations is reached
and/or the difference of the fitness between the two best individuals, of the last two
generations, is less than a given threshold 𝜖 (e.g., 𝜖 = 5).

2.3 Recombination
Recombination performs the exploration towards the known solution space aiming

to refine the prior knowledges. Although a lot of different recombination operators are
suggested in the literature (HRUSCHKA et al., 2009; MITCHELL, 1998), in this study
is developed a strategy that combines not only useful segments of different parents, but
also the centroid positions. The recombination method operates in three steps regarding
two parameters previously defined, 𝑝𝑟𝑒𝑐 and 𝑝𝑝𝑜𝑠:

(i) for each pair of parents P𝑖 and P𝑗, if a random number 𝑟 ≤ 𝑝𝑟𝑒𝑐, then two cut
points 𝜋1 and 𝜋2 are randomly generated, corresponding to a range within centroid
positions of both parents, such that 1 ≤ 𝜋1 < 𝜋2 ≤ min (𝐾𝑖, 𝐾𝑗). The centroids in
the range are switched to form two offspring individuals. In the case of 𝑝𝑟𝑒𝑐 is not
satisfied, then both parents become the new offspring individuals;

(ii) each centroid position receives a random number 𝑟 ∈ [0, 1], in such a way if 𝑟 ≤
𝑝𝑝𝑜𝑠 then, for each pair of parent genes, an arithmetic recombination is performed
according with

𝐹
(𝑖)
𝑥,𝑡 = 𝐹

(𝑖)
𝑥,𝑡 + (𝐹 (𝑗)

𝑦,𝑡 − 𝐹
(𝑖)
𝑥,𝑡 ) * 𝑇, (2.2)

𝐹
(𝑗)
𝑥,𝑡 = 𝐹

(𝑗)
𝑥,𝑡 + (𝐹 (𝑖)

𝑦,𝑡 − 𝐹
(𝑗)
𝑥,𝑡 ) * 𝑇, (2.3)

where 𝑇 is a random value defined in [0, 1], and 𝐹
(𝑖)
𝑥,𝑡 and 𝐹

(𝑗)
𝑥,𝑡 are the 𝑡-th positions

of the 𝑥-th centroid from the 𝑖-th and 𝑗-th parents, respectively;
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(iii) finally, a length ratio, 𝜆, defines the number of centroids enabled in each offspring
individual. Note that the parents already have 𝜆𝑖 and 𝜆𝑗 length ratios associated
with themselves,

𝜆 = 𝐾

𝐾max
. (2.4)

Hence, 𝜆 maps the number of clusters, 𝐾, to the interval (0, 1]. Hereafter, another
arithmetic recombination is performed on the parents’ length ratio to generate 𝜆′

𝑖

and 𝜆′
𝑗 for the offspring individuals. Thus, the number of clusters (𝐾𝑖 and 𝐾𝑗)

enabled in the final offsprings are

𝐾𝑖 = max(𝜆𝑖, 𝜆𝑗)
𝜆′

𝑖

, (2.5)

𝐾𝑗 = max(𝜆𝑖, 𝜆𝑗)
𝜆′

𝑗

. (2.6)

2.4 Term for characterizing components
Based on the approaches to create clusters from circular distributions (MAC-

QUEEN, 1967), a nonlinear metric to characterize different clusters is proposed. This
metric is used as the objective function, which intends to evaluate different set of clus-
tering solutions by taking into account the observation dispersion in relation to the cen-
troids and their proximity between centroids. The objective function assumes that each
component (representing a structural behavior) from the training matrix introduces a
quasi-circular cluster of observations, allowing the damage detection in the presence of
operational and environmental variability and when damage introduces new orthogonal
components. In addition, to evaluate the data dispersion around each centroid, the density
of the observations in the clusters is also considered.

Therefore, the first term of the objective function takes the summation of each
distance among the centroids (𝐶𝑖 and 𝐶𝑗),

𝐾−1∑︁
𝑖=1

𝐾∑︁
𝑗=𝑖+1

G1(‖𝐶𝑖 − 𝐶𝑗‖), (2.7)

where G1 is a nonlinear penalization function defined as

G1(𝑑1) = 1− 𝑒−𝑑1

𝑒−𝑑1
. (2.8)
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As Equation 2.8 increases positively for all 𝑑1 > 0, one easily concludes that when
G1 increases, the distances between centroids also increase. The second term is defined
as

𝐾∑︁
𝑘=1

G2

⎛⎝ ∑︁
∀𝑥∈𝐶𝑘

‖𝐶𝑘 − 𝑥‖

⎞⎠ , (2.9)

where

G2(𝑑2) = 1
𝑒2𝑑2

. (2.10)

In this case, Equation 2.10 decreases as the summation of the norms increases for
all 𝑑2 > 0; this function aims to achieve a balance between maximization (Equation 2.7)
and minimization (Equation 2.9), as shown in 2. Therefore, the objective function is
defined by the combination of those two terms, regularized by the number of components
and the standard deviation of all distances between centroids,

ℱ (𝑥, C𝐾, 𝜎) = 1
𝜎𝐾

⎛⎝𝐾−1∑︁
𝑖=1

𝐾∑︁
𝑗=𝑖+1

G1(‖𝐶𝑖 − 𝐶𝑗‖) +
𝐾∑︁

𝑘=1
G2

⎛⎝ ∑︁
∀𝑥∈𝐶𝑘

‖𝐶𝑘 − 𝑥‖

⎞⎠⎞⎠ , (2.11)

rewriting equation in vectorized form is obtained

ℱ (𝑥, C𝐾, 𝜎) =
⎡⎣(𝜎𝐾)−1

⎛⎝𝐾−1∑︁
𝑖=1

L1(𝐶𝑖) +
𝐾∑︁

𝑗=1
L2(𝐶𝑗)

⎞⎠⎤⎦ ; 𝐶 ∈ R𝐾 , (2.12)

where L1 and L2 are defined as

L1(𝐶𝑖) =
[︃

1− 𝑒−‖𝐶𝑖−𝐶𝑖+𝑘‖

𝑒−‖𝐶𝑖−𝐶𝑖+𝑘‖

]︃
. 𝑥̂𝑖 ; 1 ≤ 𝑖 < 𝑘 ≤ 𝐾, (2.13)

L2(𝐶𝑗) =
[︁
𝑒−2‖𝐶𝑗−𝑥𝑠‖

]︁𝑇
. 𝑥̂𝑗 ; 1 ≤ 𝑠 ≤ 𝑛 , (2.14)

where 𝑇 is the transpose resulting column vector, 𝑥̂𝑖 = [1, ..., 1]1×𝐾−𝑖−1 and 𝑥̂𝑗 = [1, ..., 1]𝑝×1

are used in the inner product, 𝐶𝑖+𝑘 = [𝑎𝑖𝑗]𝐾×𝑚 is a matrix composed of all feature vectors
from centroids with index greater than 𝑖, 𝑥𝑗 = ∀𝑥 ∈ 𝐶𝑗 is a set of observations assigned
to the component 𝑗. The maximization of ℱ (·) provides the optimal clustering solution.
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Figure 2: Bonus functions from spacial disposition and data dispersion term.

2.5 Modeling of structural components
In this work the capabilities of the GAs are combined with the expression of

characterization of components to discriminate different configurations of clustering for a
given number fixed of centroids 𝐾 in a R𝑚 dimensional space. However, in order to infer
automatically the number of components in the interval 1 ≤ 𝐾 ≤ 𝐾𝑚𝑎𝑥 it is necessary
a new method to analyse and model the real data groups through detection of redun-
dant components aiming to agglutinate centroids positioned in a same set of observations
that correspond a real cluster. First, the key ideas which support the developed strat-
egy is described, following an asymptotic analysis of computation that shows the good
computational efficiency of the method.

2.5.1 Concentric hypersphere method (CHM)

The CHM algorithm consists in analyse sequentially a list of centroids evaluating
the boundary regions that limit each cluster. Divided in three steps the algorithm starts
dislocating all centroids to the center of its respective component indicated by the means
of samples assigned to the centroid. Following, each component is evaluated singly giving
start to the linear inflation phase where multiple hyperspheres sharing the same center are
positioned on the centroid being evaluated. In the last step is carried out the components
reduction that agglutinate all centroids located in the same component. Each step is
described in details below.
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Step 1: Displacement in the feature space. The idea consists in dislocate all cen-
troids to the locals with greater sample density from each component, in other
words, its respective geometric centers. From the average data of each cluster
the centroids are dislocated to these positions that pass to be the new centers
of each distribution.

Step 2: Linear inflating of concentric hyperspheres. The second step uses an
approach based on multiple overlapping of hyperspheres that shares the same
center corresponding to the centroid being analysed. Passing through each
centroid of a candidate solution a hypersphere is positioned on the centroid
with an initial radius given by

𝑟0 = log10 (‖𝐶𝑖 − 𝑥‖+ 1) | 𝑥 = max(𝑥) ∈ 𝐶𝑖 , (2.15)

where 𝐶𝑖 is the centroid of the cluster 𝑖 and 𝑥 is the farthest point of 𝐶𝑖 such
that ‖𝐶𝑖 − 𝑥‖ is the radius of the component centered in 𝐶𝑖. From this step,
multiple hyperspheres are overlaid on each other. However, the radius length
grows in the form of an arithmetic progression with common difference equal
to 𝑟0. The criteria for create new hyperspheres is the positive variation of
the sample distribution density between each inflation and it is given by 𝜎−2,
otherwise the process is stopped. It means that for every new hypersphere
the density and correlation of the data inside the hypersphere are evaluated.
While the density variation of the actual and the last hypersphere is positive
the linear inflation continue, otherwise this step is interrupted.

Step 3: Components agglutination. In the last step if there is more than one
centroid inside the last hypersphere all of them are assimilated and used to
create an unique centroid of greater representation being on the average of
these centroids. Otherwise, only the pivot centroid is within the last hyper-
sphere which indicates that it is on the geometric center of a real component,
thereby the agglutination of the centroids is not performed.

The process is summarized by Figure 3 that presents an example of the method
applied to a scenario of three components with a candidate solution having 5 centroids.
Initially, in the Figure 3a the centroids are dislocated to its clusters as indicated in the
step 1. Note that in the figures 3b and 3c four centroids are agglutinated and form two
new components, once they are under a same cluster. On other hand in Figure 3d only
one centroid is located under a component, so none procedure is accomplished after the
second step stops.
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(a) (b)

(c) (d)

Figure 3: Concentric hyperspheres method using linear inflation. In (a) the algorithm
dislocate all the centroids to the geometric center of the their group points, in (b) two
centroids under a unique component are assimilated creating only one centroid as the
most representative of the cluster as done in (c) for the second cluster. Finally, in (d) the
algorithm is applied to a centroid positioned in the center of a real cluster, in this case
no centroids are assimilated.

The steps of the CH algorithm are summarized in Algorithm 1. Initially, it identifies
the cluster in which each observation belongs and moves the centroids to the mean of
their observations. Then, a hypersphere is built on a pivot centroid, by inflation until the
density between two consecutive hyperspheres decreases. Finally, the agglutination of all
centroids is performed within the last hypersphere, by replacing these centroids by their
mean. The process is repeated until convergence, i.e., the solution is composed by only
one centroid or there is no centroid agglutination in any iteration.
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Input : A centroids list C such that C ∈ R𝐾

A training data matrix 𝑥 such that 𝑥 ∈ R𝑛×𝑚

Output: The matrix C after components reduction
1 if |C| ≠ 1 then
2 𝑖← 1
3 createClusters(C, 𝑥, 𝑛)
4 dislocate(C, 𝑥, 𝑛)
5 while 𝑖 ≤| C | 𝐴𝑁𝐷 | C |> 1 do
6 𝑟𝑎𝑑𝑖𝑢𝑠0 ← calcRadius(𝐶𝑖, 𝑥, 𝑛)
7 𝑟𝑎𝑑𝑖𝑢𝑠, 𝑑𝑒𝑛𝑠𝑖𝑡𝑦0, 𝑑𝑒𝑛𝑠𝑖𝑡𝑦1, 𝑑𝑒𝑙𝑡𝑎1 ← 0
8 𝑑𝑒𝑙𝑡𝑎0 ← 1
9 while 𝑑𝑒𝑙𝑡𝑎0 > 𝑑𝑒𝑙𝑡𝑎1 do

10 𝑟𝑎𝑑𝑖𝑢𝑠← 𝑟𝑎𝑑𝑖𝑢𝑠 + 𝑟𝑎𝑑𝑖𝑢𝑠0
11 H← calcHypersphere(C, 𝑖, 𝑥, 𝑛, 𝑟𝑎𝑑𝑖𝑢𝑠)
12 𝑑𝑒𝑛𝑠𝑖𝑡𝑦0 ← 𝑑𝑒𝑛𝑠𝑖𝑡𝑦1
13 𝑑𝑒𝑛𝑠𝑖𝑡𝑦1 ← calcDensity(H)
14 𝑑𝑒𝑙𝑡𝑎0 ← 𝑑𝑒𝑙𝑡𝑎1
15 𝑑𝑒𝑙𝑡𝑎1 ← |𝑑𝑒𝑛𝑠𝑖𝑡𝑦0 − 𝑑𝑒𝑛𝑠𝑖𝑡𝑦1|
16 end while
17 𝑗 ← reduce(C, H)
18 if 𝑗 > 0 then
19 𝑖← 1
20 createClusters(C, 𝑥, 𝑛)
21 else
22 𝑖← 𝑖 + 1
23 end if
24 end while
25 end if

Algorithm 1: Concentric hyperspheres algorithm.

2.5.2 Asymptotic properties

Since 𝑥 ∈ R𝑛×𝑚 is composed by training examples and 𝐶 ∈ R𝐾 is composed by 𝐾

sets of values disposed in the feature space is possible to infer two asymptotic proprieties
inherent to the model with greater computational cost. The first property concerns to the
maximum number of necessary iterations to the most external loop before convergence
occurs.

Property 1 Assuming that 𝐶 is composed of nonempty components 𝐶1, 𝐶2, · · · , 𝐶𝐾 ∈ R𝑚

admitting the same operations such as 𝐶𝑖 ⊆ 𝐶 and 𝑥 has only one real component to
be defined, then between its 𝐾! possible permutations there is at least one which makes
necessary 𝐾2+𝐾−2

2 iterations before algorithm converge.

Since 𝐶 admit any one of the 𝐾! combinations of its elements, there will be one
to keep the centroids distributed by feature space in such way that the algorithm passing
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through each element in 𝐶 always agglutinates only two components in one per iteration
making necessary check all the components previously verified searching for new possible
divergences. It causes 𝐾 +(𝐾−1)+(𝐾−2)+(𝐾−3)+(𝐾−4)+ · · ·+2 = 𝐾2+𝐾−2

2 loops
before the algorithm determine which there is only one component defining the cluster
form. Thereby, there are 𝐾 centroids positioned on the 𝐾 points with greater sample
dispersion in relation to the average. The second propriety derives from the first and
establish a limit of iterations to the most internal loop defining the number of hyperspheres
in a same component.

Property 2 Being the increment value of the hypersphere radius defined by Equation 2.15
and 𝐶𝑖 is close to the geometric center of the component, then the maximum number 𝐻𝑦

of hyperspheres built before algorithm convergence is given by

𝐻𝑦 ≤
⌈︃

max(‖𝐶𝑖 − 𝑥‖)
𝑟0

⌉︃
(2.16)

The property 2 becomes trivial to imagine that if a centroid is positioned on
the center of a real component (or in its neighbourhood) and the radius increase with
a common difference equal to 𝑟0, which is a portion of the initial radius admitted to
a component 𝐶𝑖, so a conclude is that the hypersphere radius never is greater than the
component radius, since the longer the distance from 𝐶𝑖 more sparser are the observations
which reduces the sample density compared with the last iteration.

2.5.3 Complexity proof

Based on previously properties, in this section is shown the asymptotic complexity
proof. However before to start the analysis is required to introduce some cost informations.
For estimate a superior limit, it is necessary associate a maximum value of cost in the
execution of an unique instruction. In each simple line, that is of easy computation, is
assumed that its maximum cost assume a constant value equal to one, on the other
hand the lines in which occur function calls the cost is calculated from some analytical
considerations.

Before reviewing lines 5 and 12 of the CHM algorithm, concerning to the two
loops that maintain the most part of algorithm complexity, it is needed to analyse the
lines with constant cost. The line 3 is responsible for classify each observation as belonging
to a cluster that give us a cost equal to 𝐾×𝑛. In similar way the line 4 assume a cost equal
to the product of the feature space dimension 𝑚 by the number of training data points
𝑛 added with the number of centroids 𝐾 since for dislocate 𝐾 centroids, it is necessary
evaluate 𝑛 samples in a 𝑚-dimensional space.
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For compute a component radius, in the worst case, it is necessary evaluate 𝑛− 1
observations which may be attributed to the cluster in analysis. In this case the line 6
result in a computational complexity of ⌈𝑛− 1⌉. The line 14 is responsible for indicate
which points are inside of the hypersphere and it is necessary analyse all the 𝑛 points in
the training matrix 𝑋, that has a constant complexity equal to 𝑛. In a similar manner,
for compute the sample density of a hypersphere, the line 16 needs a maximum of 𝑛×𝑚

iterations before convergence, since it is necessary analyse in the worst case 𝑛 points in
the 𝑚-dimensional space.

The function 𝑟𝑒𝑑𝑢𝑐𝑒, in the line 20, needs to analyse all the centroids in each
iteration with the purpose to define which may be agglutinated, resulting in a complexity
equal to | C | that corresponds to the cardinality of the set 𝐶. In the line 23 a new
function call to 𝑐𝑟𝑒𝑎𝑡𝑒𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 is made. However, due to the number of centroids may be
changed in each iteration, it is needed to substitute the value 𝐾 by cardinality of 𝐶.

For understand the maximum complexity estimated in the line 12 the Property 2
discussed in the earlier section is needed. The property assumes that the maximum number
of hyperspheres built depends of the component radius and the increment value given by
Equation 2.15. Therefore, the number of iterations in the line 12, in the worst case, is
equal to

⌈︁
max(‖𝐶𝑖−𝑥‖)

𝑟0

⌉︁
. The particularities stipulated in the worst case give the intuition

that for a number of centroids 𝐾 occurs an agglutination made two by two until there is
more than one centroid defining the component, in this case after each agglutination is
necessary revalidate all the components previously validated. Its complexity is equivalent
to an arithmetic progression (AP) with common difference and initial term equal to two
and one, respectively.

Being the cardinality of the set 𝐶 reduced by one per iteration and the counter 𝑖

positioned in the top of the list in each occurrence of a cardinality reduction of the set 𝐶,
so a conclude is that the maximum number of iterations realized by the loop in the line
5 is

⌈︁
𝐾2+𝐾−2

2

⌉︁
which is the AP formula with common difference and initial term equal

to one and two, respectively. From that, it is possible inductively to infer that the lines
20 and 23 obey the same AP stipulated to the most external loop since the both costs
depends of the cardinality of 𝐶. For that reason, after algorithm converge the lines 20
and 23 were executed 𝐾2+𝐾−2

2 and 𝑛(𝐾2+𝐾−2)
2 times, respectively.

From these knowledge, it is possible to calculate the algorithm complexity. Adding
the cost of all terms and multiplying those inside loops by the maximum number of
iterations give us:
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𝒯 (𝐾, 𝑛, 𝑚) =
(︃

𝐾2 + 𝐾 − 2
2

)︃(︃
(𝑛− 1) + 7 + 𝐻𝑦(𝑚𝑛 + 𝑛 + 4) + (𝑛 + 1)(𝐾2 + 𝐾 − 2)

2

)︃
+ 𝑛𝐾 + 𝑛𝑚 + 𝐾

ordering and retiring components of less asymptotic order results in

𝒯 (𝐾, 𝑛, 𝑚) =
(︃

𝑛𝐾2 −𝐾2 + 7𝐾2 + 𝑛𝑚𝐾2𝐻𝑦 + 4𝐾2𝐻𝑦 + 2𝑛𝐾 + 2𝑛𝑚 + 2𝐾

2

)︃

+
(︃

𝑛𝐾4 + 𝐾4 + 2𝑛𝐾3 + 2𝐾3 + 𝐾2 + 4
4

)︃

−
(︃

3𝑛𝐾2 + 4𝑛𝐾 + 4𝐾 + 4𝑛

4

)︃
< 𝑛𝑚𝐾2𝐻𝑦 + 𝑛𝐾4 + 2𝑛𝐾3 + 𝑛𝐾2 + 𝐾4 + 4𝐾2𝐻𝑦 + 2𝐾3

+ 6𝐾2 + 2𝑛𝑚 + 2𝑛𝐾 + 𝐾2 + 2𝐾 + 4− 3𝑛𝐾2 − 4𝑛𝐾 − 4𝑛− 4𝐾

< 𝑛𝑚𝐾2𝐻𝑦 + 𝑛𝐾4 + 2𝑛𝐾3 + 𝑛𝐾2 + 𝐾4 + 4𝐾2𝐻𝑦 + 2𝐾3 + 2𝑛𝑚

+ 2𝑛𝐾 + 6𝐾2 + 𝐾2 + 2𝐾

Initially, it is possible to imagine that the term of greater order is 𝑛𝐾4, however the
increase asymptotic curve of the term 𝑛𝑚𝐾2𝐻𝑦 is greater due to 𝐾 ≪ 𝑚. Substituting
𝐻𝑦 and 𝑟0 is obtained

𝒯 (𝐾, 𝑛, 𝑚) = 𝑛𝑚𝐾2𝐻𝑦

= 𝑛𝑚𝐾2
⌈︃

max(‖𝐶𝑖 − 𝑥‖)
𝑟0

⌉︃

= 𝑛𝑚𝐾2
⌈︃

max(‖𝐶𝑖 − 𝑥‖)
log10 (‖𝐶𝑖 − 𝑥‖+ 1)

⌉︃

≃ 𝑛𝑚𝐾2 max(‖𝐶𝑖 − 𝑥‖)
log10 (‖𝐶𝑖 − 𝑥‖+ 1)

Assuming that 𝐷 = max (‖𝐶𝑖 − 𝑥‖) = max (|𝐶𝑖 − 𝑥|), then

𝒯 (𝐾, 𝑛, 𝑚) = 𝑛𝑚𝐾2 𝐷

log10 (𝐷 + 1)

= 𝑛𝑚𝐾2 log10

(︁
(𝐷 + 1)𝐷−1)︁−1
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Thus, a conclude is that the algorithm has a computational complexity equal to

𝒪
(︂

𝑛𝑚𝐾2 log10

(︁
(𝐷 + 1)𝐷−1)︁−1)︂

,

which is a second order polynomial function. An empirical confirmation of the previous
algebraic analysis is obtained varying the number of components, computing the com-
plexity function and evaluating the average of the real computational time of the method
in several executions. The Figure 4 presents the asymptotic complexity curve in number
of instructions against the average of the real computational time curve in nanoseconds.
When dealing with asymptotic analysis and observing the curves characteristics is possible
to assent that they both follow the same increase term established previously. Further-
more, according to the Big-O concept for different constant values with different machines
and resources the complexity function presented always appear as an asymptotic limit for
every real time curves generated in other empirical experiments.
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Figure 4: Asymptotic curve against real computational time obtained during several run-
ning of the CHM.

2.6 Structural damage classification
In the end of the statistical modeling starts the classification phase. Using the

model estimated and using all data base is generated a column vector composed of scalar
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values denominated damage indicators (DI) that corresponds to the level of damage in
all feature vectors. The classification is performed through creation of a global thresh-
old based on a cut off in the DI vector using a certain level of significance on the data
collected in undamaged conditions. It is expected that in the case of a satisfactory statis-
tical modeling may be possible to identify anomalies in damaged observations even under
environmental and operational influences.

To generate the DI vector in this work is used a method known as distributed
damage indicators (FIGUEIREDO et al., 2014a). First, for a feature vector 𝑥𝑖 the eu-
clidean distance for all centroids is computed, then the DI(𝑖) must have to be the less
distance value computed. In this work the threshold is defined using a cut off based on
95% over the training data, in which is expected that the algorithm miss hit less than 5%
of all undamaged data used in test phase. The process of generating a DI is summarized
by applying the following equation

DI(𝑖) = min (‖𝑥𝑖 − 𝐶1‖ , ‖𝑥𝑖 − 𝐶2‖ , · · · , ‖𝑥𝑖 − 𝐶𝐾‖) , (2.17)

where 𝐶1, 𝐶2, ..., 𝐶𝐾 are the means of 𝐾 different components.

2.7 Summary of the GADBA-based approach
Many variants of genetic operators are available in literature. However, the pro-

posed approach aims to reach satisfactory results by keeping its structure as simple as
possible. A general schematic of the GADBA-based approach is summarized in Algorithm
2.

As each individual in the population represents a candidate solution, the final result
is the one with best fitness provided by the objective function. In the start of the process,
the CHM algorithm is performed on all individuals in the population, and their associated
parameters are updated at iteration 𝑡 = 0. Then, the objective function is determined for
each updated individual. Genetic operators are applied until convergence, i.e., when the
value given by the objective function does not change significantly for ten generations,
providing the best set of centroids for the clustering problem. Finally, the CHM algorithm
is used to refine the best achieved model and the damage indicators are estimated by
applying Equation 2.17. P(𝑡) denotes a population set of size |P| at generation 𝑡 and
P′(𝑡) is the resulting population after recombination. P′′(𝑡) is the resulting set of union
P(𝑡) ∪P′(𝑡) with size 2|P|. The initial population P(𝑡 = 0) is generated randomly.
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1 𝑡 = 0
2 Generate population P(𝑡)
3 while convergence is not reach do
4 Apply CHM(𝑃 (𝑡))
5 Evaluate(𝑃 (𝑡))
6 Perform 𝑃 ′(𝑡) = Recombine(𝑃 (𝑡))
7 Perform 𝑃 ′′(𝑡) = Mutate(𝑃 ′(𝑡))
8 Evaluate(𝑃 ′′(𝑡))
9 Perform 𝑃 (𝑡) = Select(𝑃 (𝑡) ∪ 𝑃 ′′(𝑡))

10 𝑡 = 𝑡 + 1
11 end while
12 Select 𝑃𝑚𝑎𝑥 = max(P(t).fitness)
13 Apply CHM(𝑃𝑚𝑎𝑥)

Algorithm 2: GADBA algorithm summary.



21

3 Test bed structures and data

3.1 Z-24 Bridge
The Z-24 Bridge was a standard concrete box girder bridge connecting the cities

of Bern and Zurich. This bridge was composed of a main span of 30m and two side spans
of 14m each (see Figure 5a). The bridge demolition occurs from 4 August, 1997 to 10
September, 1998 and during this period was carried out a monitoring system that ex-
tracted vibration measurements under environmental and operational influences in order
to provide a practicable tool for test and validate new schemes and monitoring solutions.
Approximately in the last month of the observation period (from 4th August to 10th
September, 1998) damage scenarios was artificially introduced in the system aiming to
perform statistical modeling for damage detection. The monitoring system was composed
of eight accelerometers that capture mechanical vibrations during eleven minutes by hour.

The damage scenarios introduced progressively during one month period before
demolition of the bridge providing a real data sets of damaged features. Some scenarios
introduced were concrete spalling, settlement, anchor head failure and tendon rupture. A
summary of the tests realized in the structure is shown in Table 1.

3.1.1 Z-24 Bridge data sets

Aiming to extract the principal natural frequencies a method based on covariance-
driven stochastic subspace identification was used (PEETERS; ROECK, 1999) on accel-
eration time series from observations collected hourly from 11th of November 1997 to
10th of September 1998 resulting in four natural frequencies and an amount of 3932 ob-
servations, where the first 3462 observations are correlated to undamaged conditions and
the last 470 correspond to damaged conditions progressively introduced in the system. It
is important to detach that the bridge was intensively influenced by thermal variations
caused by freezing effects. Observations performed in the interval 11 of November 1997 to
3 of August 1998 (1-3462 observations) are referred as baseline or normal condition due
to the existence only of undamaged data under environmental and operational variabil-
ity. However, observations accomplished in the interval 4 of August to 10 of September
1998 are related to damaged conditions. Figure 6 shows the first four natural frequencies
obtained and partitioning according to its respective structural state.

The use of only undamaged observations in the statistical modeling highlights the
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(a)

(b) (c)

Figure 5: Z-24 Bridge scheme (on the top) and picture (on the lower right) as well as
damage scenarios of anchor head failure and tendon rupture (on the lower left and right,
respectively).
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Table 1: Structural damage scenarios introduced progressively (details in (FIGUEIREDO
et al., 2014b)).

Date Description
04-08-1998 Reference measurement I (before any damage scenario)
09-08-1998 After installation of the settlement system
10-08-1998 Pier settlement = 2 cm
12-08-1998 Pier settlement = 4 cm
17-08-1998 Pier settlement = 5 cm
18-08-1998 Pier settlement = 9.5 cm
19-08-1998 Foundation tilt
20-08-1998 Reference measurement II (after removal of the settlement system)
25-08-1998 Spalling of concrete (12 𝑚2)
26-08-1998 Spalling of concrete (24 𝑚2)
27-08-1998 Landslide at abutment
31-08-1998 Concrete hinge failure
02-09-1998 Anchor head failure I
03-09-1998 Anchor head failure II
07-09-1998 Tendon rupture I
08-09-1998 Tendon rupture II
09-09-1998 Tendon rupture III

unsupervised characteristic of the algorithm proposed, next the training and test matrix
are defined. The training matrix permits the algorithm to learn the underlying distribution
and outline environmental and operational variability. It is composed of the four natural
frequencies and all undamaged observations, on the other hand test matrix is composed
of the same four frequencies and all undamaged observations, however damaged feature
vectors are included. This result in a training matrix of X3116×4 (1-3116 observations) and
a test matrix composed by all observations Z3932×4 (1-3932 observations).

In order to verify the applicability of the proposed approach for long-term moni-
toring, daily monitoring data measured at 5 a.m. (because of the lower differential temper-
ature on the bridge) from an array of accelerometers are used to extract damage-sensitive
features, which yields a feature vector (observation) per day of operation. An automatic
modal analysis procedure based on the frequency domain decomposition was developed to
extract the natural frequencies. It was verified that the automatic procedure was only able
to estimate the first three frequencies with high reliability, yielding a three-dimensional
feature vector per day (FIGUEIREDO et al., 2014a). During the feature extraction pro-
cess, it was observed that the first and the third natural frequencies are strongly correlated
(with a correlation coefficient of 0.94), which permits one to perform dimension reduction
of the extracted feature vectors from three to two. The first two natural frequencies, along
with circles referring the observations below 0∘C, are depicted in Figure 7.
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The last 38 observations correspond to the damage progressive testing period,
which is highlighted, especially in the second frequency, by a clear drop in the magnitude.
Note that the damage scenarios are carried out in a sequential manner, which cause cu-
mulative degradation of the bridge. Therefore, in this study, it is assumed that the bridge
operates within its undamaged condition (baseline condition), even though under opera-
tional and environmental variability, from 11th of November 1997 to 3rd of August 1998
(1-197 observations). On the other hand, the bridge is assumed in its damaged condi-
tion from 4th of August to 10th of September 1998 (198-235 observations). The observed
jumps in the natural frequencies are related to the asphalt layer in cold periods, which
contributes significantly to the stiffness of the bridge. Actually, Peeters et al. (PEETERS
J. MAECK, 2001) showed the existence of a bilinear behavior in the natural frequencies
for below and above freezing temperature. Finally, one can observe, especially in the first
natural frequency, a structural condition recovery at observation #214 related to the re-
moval of the settlement system. Indeed, as reported by Peeters (PEETERS, 1999), during
that moment was witnessed concrete cracks closing after removal of that system.
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Figure 6: First four natural frequencies of Z-24 Bridge. The observations in the interval 1-
3462 are the baseline/undamaged condition (BC) and observations 3463-3932 are related
to damaged condition (DC) (FIGUEIREDO et al., 2014a).
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In conclusion, the statistical modeling is carried out also taking into account only
the first two frequencies and using all 235 observations, resulting in 197 observations from
the undamaged condition (1-197 observations) and 38 observations from the damaged
condition (198-235 observations). The corresponding training and test matrices are X197×2

and Z235×2, respectively. The heterogeneity among observations in a two dimensional space
is evidenced in Figure 7, which suggests the existence of components that may be find
through latent variables and clustering methods.

Since the training and test matrix are defined for both scenarios, the statisti-
cal modeling phase is started. In this step the algorithms GMM, MSD and NLPCA are
compared to the GADBA from an unsupervised approach being trained using only un-
damaged observations. For estimate the number of neurons on the mapping, bottleneck
and de-mapping layers of the NLPCA the strategy used in (KRAMER, 1991) is followed.
A function expressing a threshold between the number of parameters to be adjusted and
the fitting performance of the classifier is presented. The function adopted is the Akaike
information criterion (AIC) (KRAMER, 1991) given by:

AIC = ln (e) + 2N𝑤/N, (3.1)

where N𝑤 = (𝑚 + 𝑓 + 1) (𝑀1 + 𝑀2) is the number of network weights such as 𝑓 is the
number of factors retained in the bottleneck layer, 𝑀1 and 𝑀2 are the number of neurons
in the mapping and de-mapping layers, respectively, N = 𝑛𝑚 the number of inputs of
the matrix X and e = 𝐸/(2N) the mean square error. Applying AIC to the simplified
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Figure 7: First two natural frequencies estimated from data collected daily at 5 a.m..
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Figure 8: Feature distribution used as a function of the two most relevant natural fre-
quencies.

training matrix X197×2, a conclude from Figure 9 is that the ideal number of neurons in
the mapping layer is four, being usually admitted the same value to de-mapping layer. On
the other hand, to the bottleneck layer the criteria indicates the presence of only three
factors. The algorithms GMM and MSD were implemented according to (FIGUEIREDO
et al., 2014a) and its DIs stored into vectors of 3932 and 235 positions, respectively.
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Figure 9: The AIC as a function of the number of nodes in the mapping (and de-mapping)
layer for NLPCA using only the first and second natural frequencies extracted at 5 a.m.
from Z-24 Bridge.

3.2 Tamar suspension Bridge
The Tamar suspension Bridge (Figure 10) was built in the mid of 1961 connecting

the cities of Saltash to Cornwall through A38 road in the United Kingdom. Built on a
rocky ground and having originally 335 m of a main span and two side spans of 643 m the
bridge received an upgrade consisting in the addiction of a cantilever lane in each side,
that provides more two lanes for traffic and a currently support for more than 50.000
cars per day. This changes accomplished in 2001 were made in order to meet a European
Union Directive that bridges should be able to carry up more than 40 tonnes.

Aiming to measure environmental and operational variations there are currently
three monitoring systems installed on the bridge tracking quantities of wind speed, me-
chanical post tension and structural temperature variations. The FUGRO monitoring
system evaluated during five years the dynamic structural response identifying model pa-
rameters. This system worked collecting acceleration measures into intervals of 30 minutes
from three biaxial accelerometers located at the main span being possible to analyse and
study environmental and operational influences.
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(a) (b)

(c)

Figure 10: The Tamar Suspension Bridge viewed from River Tamar margins (Figure 10a
and Figure 10c) and cantilever (Figure 10b) perspectives.

3.2.1 Tamar Bridge data sets

The Figure 11 shows the first five natural frequencies obtained during feature
extraction phase using covariance-driven stochastic subspace identification (PEETERS;
ROECK, 1999) through data collected in the period from 1 of July 2007 to 24 of February
2009 (602 observations).

For the study carried out in the Tamar Bridge is applied a similar approach to
described in previous section for Z-24 Bridge. The difference is that there is not damaged
observations available, thereby only Type I errors may be generated. For the same reason
ROC curves may not be constructed. From a total amount of 602 observations the first
301 are used for statistical modeling and the entire data base is used in the test phase.
This results in a training matrix X301×5 (1-301 observations) and a test matrix Z602×5

(1-602 observations).
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Figure 11: First five natural frequencies obtained in the Tamar Bridge. The observations
in the interval 1-301 are used in the statistical modeling while observation 302-602 are
used only in the test phase (FIGUEIREDO et al., 2012).
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Figure 12: The AIC as a function of the number of nodes in the mapping (and de-mapping)
layer for NLPCA for Tamar Bridge data sets.
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The same classification approach used in the Z-24 Bridge is employed for the Tamar
Bridge. As previous is necessary to compute the appropriate model for apply NLPCA in
order to find the number of factors to be retained in the hidden layer. According to
Figure 12 the AIC suggests that the number of nodes in mapping and de-mapping layers
is between nine and eleven, hence as the models misfit becomes insignificantly is possible
to use any one of three configurations. In this work, nine nodes are used in the mapping
and de-mapping layers, and eight nodes in the hidden layer, as suggested in (CROSS et
al., 2013).
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4 Experimental results and analysis

4.1 Z-24 Bridge: full data sets results
The ROC curves are a comfortable and comprehensive manner to analyse the

performance of classifiers providing a trade-off between the number of true alarms and
false alarms. A perfect classification occurs when a technique hit 100% of observations, in
this case it corresponding ROC curve must have to be positioned on the upper left of the
graphic. The Figure 13 shows a plot of the ROC curves in linear scale for each algorithm.
On the other hand, Figure 14 shows the same curves in log scale aiming to make it easy a
posteriori analysis. In the Figure 13 one can verify that none of the algorithms reached a
perfect classification with a linear threshold. The MSD had worst performance classifying
damaged observations as undamaged (false-negative indication of damage).
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Figure 13: The ROC curves in linear scale for each algorithm.



Chapter 4. Experimental results and analysis 32

10
−3

10
−2

10
−1

10
0

10
−2

10
−1

10
0

Log False alarm rate

Lo
g 

T
ru

e 
po

si
tiv

e 
ra

te

 

 

NLPCA
MSD
GMM
GADBA

Figure 14: ROC curves in log scale to detect the differences between curves.

Additionally, it is possible to infer that the GADBA and GMM had a similar
performance and provides better results when compared to NLPCA in terms of true
positive detections. However, analysing Figure 14 is verified that for significance levels at
around of 5% (commonly used in real applications) the GADBA demonstrate a better
performance if compared to GMM in terms of false positive detections. For low probability
rates all techniques demonstrate acceptable levels of errors for true positive rates. For this
reason, GADBA demonstrate to be more effective than GMM and NLPCA in the most
part of the ROC curves, specially in the task of minimize false indications of damage.

Aiming to quantify the performance of the algorithms using a limiar based on
a 95% cut-off value over the training data the Figure 15 plots the DIs from all test
matrix Z3932×4. Only GADBA and GMM shows a monotonic relationship between the
amplitude of the DIs and the level of damage in the feature vectors. Additionally, the MSD
and NLPCA algorithms shows poor performance for filtering the nonlinear effects in the
undamaged observations caused by structural freezing, as highlighted by the concentration
of outliers around the middle range of the undamaged observations. Note that generally
the temperature variability causes global linear changes in the structural response of
bridges; however, in this case, the freezing temperatures cause stiffness changes in the
structure, creating a bi-linear response as a function of temperature, which is considered
a linear influence that cause a nonlinear effect.

Type I (false-positive indication of damage) and Type II (false-negative indication
of damage) errors are common metrics to analyse binary classifiers performance confirm-
ing the fact that a false positive indication of damage entails different consequences (for
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example, a Type II error may imply in human victims, in the case of an undetected dam-
aged state that can compromise the structure stability.) than a false negative indication
of damage. The Table 2 summarizes the amount of Type I and Type II errors for all
algorithms.

In general terms, the Table 2 ratifies the results indicated by ROC curves since
GADBA performs a better performance trying to balance the number of Type I and Type
II errors. The comparison between GADBA and NLPCA reveals a similar classification
performance being GADBA relatively better than NLPCA in the task of minimize false-
positive indications of damage (5.4% of the NLPCA against 5.57% of the GADBA),
however the performance decrease when it tries to detect damage (3.82% of the NLPCA
against 2.34% of the GADBA).

Table 2: Number and percentage of Type I and Type II errors for each algorithm.

Algorithm Type I Type II Total
GADBA 193 (5.57%) 11 (2.34%) 204 (5.18%)
GMM 247 (7.13%) 8 (1.7%) 255 (6.5%)
MSD 162 (4.67%) 199 (42.34%) 361 (9.18%)
NLPCA 187 (5.4%) 18 (3.82%) 205 (5.21%)

The GMM obtained best performance as the true indications of damage (1.7%)
being practically equivalent to GADBA (2.34%), although when both are compared eval-
uating the minimization of false indications of damage one can verify is that GADBA
demonstrate a better performance than GMM (5.57% of the GADBA against 7.13% of
the GMM). The MSD algorithm shows to perform better in terms of minimization of
Type I errors (4.67%) and the GMM in terms of minimization of Type II errors (1.70%).
However, even though the MSD is performing well at minimizing false indications of dam-
age, it shows an unacceptable performance in terms of Type II errors (42.34%), indicating
that it might not be appropriate when some sort of nonlinearities are present in the data
sets. Besides that, it failures when trying to describe monotonic relationships between
the DIs amplitude and the level of damage, which suggests that as the level of damage
increases, it is not guaranteed that the MSD can attenuate the effects of environmental
and operational variations. For this reason, is possible to verify nonlinear fluctuations
along of the DIs amplitude in a similar manner as occurs in the NLPCA.

Another important observation is referred to the monotonic behaviour presented
by GADBA compared to the other algorithms, mainly when compared to GMM that is
another algorithm presenting the same behaviour. The Figure 15 highlights a DIs agglom-
eration when referenced to undamaged feature vectors and a gradual amplitude accent as
the damage level increase. However, the DIs generated through GMM shows a greater dis-
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Figure 15: Damage indicators for outlier detection based on a cut off of 95% of confidence
using 90% of the data in baseline condition: GADBA (upper left), GMM (upper right),
MSD (lower left), and NLPCA (lower right), respectively.

persion of the DIs relative to undamaged feature vectors indicating sensibility to nonlinear
perturbations caused by environmental and operational influences.

In summary, one conclude is that GADBA is the algorithm with better balance in
terms of Type I and Type II errors and less total amount of errors (5.18%), when compared
to the others algorithms. One can infer that not all techniques may be suitable for SHM
applications it needs to fit nonlinear effects caused by environmental and operational
conditions (FIGUEIREDO et al., 2011). Analysing Figure 15 one can infer is that not
all techniques could deal with these effects, indeed only GADBA and GMM were able to
lead with such influences caused mainly by structural freezing.
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4.2 Z-24 Bridge: simplified data sets results
A second study carried out using only features observed during daily interval

with greater thermal differential along the structure relating frequencies one and two is
shown next. This differential may be easier explained by the change of Young’s modulus
(REYNDERS; WURSTEN; ROECK, 2013) caused by temperature effects in the asphalt
surface which in contact with a nonlinear system results in nonlinear effects, even if
influences are linear (in this case temperature).

The Figure 16 plots the ROC curves for all four algorithms in linear scale. Per-
forming a qualitatively analysis it is possible to observe that for significance levels at
around of 5% the algorithms GADBA, GMM, and NLPCA have a similar performance
establishing an equivalence relation. On the other hand, the MSD struggles again to per-
formance well for true positive rates. The same ROC curves in log scale in the Figure 17
confirm previously analysis.
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Figure 16: The ROC curves for each algorithm using a simplified dataset with only features
one and two.
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Figure 17: ROC curves in log scale.

Table 3: Number and percentage of Type I and Type II errors for each algorithm using
only features two and four.

Algorithm Type I Type II Total
GADBA 10 (5.07%) 1 (2.63%) 11 (4.68%)
GMM 10 (5.07%) 1 (2.63%) 11 (4.68%)
MSD 10 (5.07%) 15 (39.47%) 25 (10.63%)
NLPCA 10 (5.07%) 1 (2.63%) 11 (4.68%)

Additionally, the Figure 18 plots DIs from reduced test matrix Z235×2 and again
shows that only GADBA and GMM outputs a monotonic relation in the DIs amplitude
related to damage level in the feature vectors. In the case of MSD and NLPCA, it is
possible to note nonlinear distortions in the DIs amplitude caused by freezing effects. The
Table 3 summarizes Type I and Type II errors and confirm the similar results expected
from the ROC curves. The GADBA, GMM and NLPCA algorithms have the same clas-
sification performance, reaching a percentage of 5.97% and 2.63% of Type I and Type
II errors, respectively, and a total amount of errors equal to 4.68% of all observations.
The MSD obtained a similar result in relation to the amount of Type I errors, however
its Type II errors reached more than 39% demonstrating its inefficiency when classifying
abnormal conditions.



Chapter 4. Experimental results and analysis 37

1 197 235

0.1

0.2

0.3

0.4

0.5

0.6
D

I

 

 

BC
DC
Outliers

(a)
1 197 235

5

10

15

20

25

30

35

D
I

 

 

BC
DC
Outliers

(b)

1 197 235

5

10

15

20

25

30

Observations (Days)

D
I

 

 

BC
DC
Outliers

(c)

1 197 235

−11

−10

−9

−8

−7

−6

−5

−4

−3

Lo
g 

D
I

Observations (Days)

 

 

BC
DC
Outliers

(d)

Figure 18: Damage indicators for outlier detection based on a cut off of 95% of confidence
on undamaged data: GADBA (upper left), GMM (upper right), MSD (lower left), and
NLPCA (lower right), respectively.

The challenge to simulate damage in high capital expenditure civil engineering
structures is well-known, namely due to the one-of-a-kind structural type, the cost associ-
ated with the simulation of damage in such infrastructure, and due to the unfeasibility to
cover all damage scenarios (FIGUEIREDO et al., 2014a; WESTGATE; BROWNJOHN,
2011). Therefore, the unsupervised approaches are often required as long as the existence
of data from the undamaged condition is known a priori. Thus, and for real applications,
the centroids defined by the CH algorithm are shown in Figure 19b, taking into account
only feature vectors from the baseline condition. In this case, three clusters are positioned
in close positions as indicated in Table 4. Comparing the results obtained from the CH
and EM algorithms (FIGUEIREDO et al., 2014a), one can verify, once again, similarities
in the cluster location. However, the CHM algorithm splits the observations under gradual
freezing effects into two clusters.

The CHM identified four structural components (Figure 19a) when GADBA ran
with all observations. As indicated in Table 5, the first component is centered on the point
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(3.97, 5.18) and has around of 69% of all data assigned. In this case, is possible to relate
this component to the baseline condition obtained under environmental and operational
influences. To the second component centered on the point (4.17,5.28) is assigned around
of 10% of the all observations. This component is related to the gradual decreasing of
temperature in the asphalt layer, enough to change slightly the elastic characteristics of
the structure. In a similar manner, the asphalt layer suffer a gradual wear due to the
decreasing in the temperature. The third component centered on (4.31,5.59) attracts 6%
of observations and may be related to the structural freezing, which introduces nonlinear
effects. The fourth component centered on (3.86, 4.84) is positioned in the lower region
of the feature space assuming around of 15% of the entire observations, however only
damaged data is assigned to this component (damages inserted artificially according to
Table 1).

Table 4: Comparison of the parameter estimation using the CHM and EM algorithms
on the baseline condition data (1-197) of the Z-24 Bridge (standard errors smaller than
10𝑒− 003).

Algorithm Description Cluster 1 Cluster 2 Cluster 3

CHM Weight (%) 81 12 7
Mean (Hz) (3.97, 5.19) (4.17, 5.29) (4.30, 5.60)

EM Weight (%) 81 19 ——
Mean (Hz) (3.97, 5.19) (4.22, 5.39) ——

Table 5: Comparison of the parameters estimation using CHM and EM approaches using
all data from the simplified dataset being standard errors smaller than 10𝑒− 003.

Algorithm Description Cluster 1 Cluster 2 Cluster 3 Cluster4

CHM Weight (%) 69 10 6 15
Mean (Hz) (3.97, 5.18) (4.17, 5.28) (4.31, 5.59) (3.86, 4.84)

EM Weight (%) 64 21 15 ——
Mean (Hz) (3.97, 5.19) (4.16, 5.32) (3.86, 4.82) ——

The results suggest the possibility to correlate physical states of the structure with
a finite and well defined number of main structural components previously unknown even
under environmental and operational influences enabling to the logical correspondence
between structural states and components identified. (FIGUEIREDO et al., 2014a) shows
the existence of this phenomenon which is assigned to the natural grouping of similar
observations in certain regions of the feature space. Comparing the results of CHM and
EM approaches (FIGUEIREDO et al., 2014a) in the Table 5 one may verify that the
similarity of the results obtained (a manner to verify this is looking for the centroids
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Figure 19: Centroids along with the observations using the data sets from the Z-24 Bridge:
(a) all the 235 observations; (b) 1-197 observations corresponding to the baseline condi-
tion.

position). However, EM agglutinates the CHM components two and three relating all
gradual changes in the temperature to only one component.
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4.3 Tamar Bridge data sets results
For overall analysis, the Table 6 shows Type I errors for all four algorithms. For

a significance level at around of 95% over the training data, the GADBA offers the best
model for indirectly filter environmental and operational influences and fit normal con-
ditions reaching only 27 (8.97%) errors against 68 (22.6%), 33 (10.96%) and 46 (15.3%)
Type I errors for GMM, MSD and NLPCA, respectively. The importance of this result
derives from the fact of this scenario be close of conditions found in real monitoring
scenarios in which there is not excitations or damages artificially introduced. The basic
results difference consists in the structural response performed by the Z-24 and Tamar
Bridges under different types of influences. It is well-known that in the structural clas-
sification process of linear and nonlinear structures is evaluated the structural response
when submitted to the both types of influence factors, taking account that influences of
high incidence may becomes a structural response be different of the habitual. In the case
of the Z-24 Bridge is notorious the nonlinear response under temperature linear effects.
On the other hand Tamar Bridge performs a less sensitivity to nonlinear responses when
stimulated by linear factors.

The Figure 20 plots DIs for all observations in the test matrix Z602×5 and con-
firms previous results of the Table 6 demonstrating a monotonic behaviour in certain
uniform distribution, on the other hand DIs of the GMM and NLPCA assumes a sig-
nificantly dispersed distribution. In addition, for MSD one can verify is that besides its
good performance identifying correctly more than 89% of the undamaged observations it
fails when filtering nonlinear effects caused by environmental and operational influences
assuming two considerable nonlinear changes in DIs amplitude at around of 150 and 450
observations.

As well as verified to Z-24 Bridge the GADBA demonstrate be more effective for
damage identification. Although, there is no damaged observations available it is possible
to verify that for data not used in the training phase, the algorithm could not identify
only 3% of the total amount. On the other hand, most part of misclassification performed
by GMM, MSD and NLPCA models occurred in data not used for modeling purposes,
reaching 17%, 5% and 10%, respectively. This allows to conclude that for applications
wherein the task of minimize the Type II errors is critical then GADBA becomes the
most appropriate algorithm.
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Table 6: Number and percentage of Type I errors.

Algorithm Type I
GADBA 27 (8.97%)
GMM 68 (22.6%)
MSD 33 (10.96%)
NLPCA 46 (15.3%)
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Figure 20: Damage indicators for outlier detection based on a cut off of 95% of confidence
using 50% of the data in baseline condition: GADBA (upper left), GMM (upper right),
MSD (lower left), and NLPCA (lower right), respectively.

The Figure 21 shows the centroids defined by CHM during model estimation and
Table 7 compares the means and distribution weights inferred by CHM (K = 3) and
EM (K = 4). The number of centroids is similar to both techniques, however due to the
different means position one can infer it is the possible existence of redundant components
indicated by EM making GMM results worse when compared to GADBA.

The Figure 21 confirms the results shown in Table 7 in which the main components
are found in relative proximity, however for the second feature it is possible to distinguish
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all components, suggesting that between the five frequencies the second is which allows
the best distinction of structural components. Furthermore, one can figure out that three
hyperspheres defined after the execution of linear inflation step has the expected behaviour
stopping its inflation close to the boundary of each component. In this situation, it is
verified that the boundary regions have at the same time lowest data concentration and
most mixture of points belonging to different components. For this reason these areas are
found on the intersection of components one and two and in the boundary of hypersphere
one and three.
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Figure 21: The three main clusters defined by the CH algorithm, with their centroids and
corresponding final hyperspheres in the two-dimensional feature space using only the first
two frequencies of the Tamar Bridge.

Table 7: Parameters estimation using CHM and EM approaches for Tamar Bridge. Ap-
proximation errors smaller than 10𝑒− 003.

Algorithm Description Feature Cluster 1 Cluster 2 Cluster 3 Cluster 4

CHM

Weight (%) —— 36 52 12 ——
f1 0.38 0.39 0.38 ——

Mean (Hz) f2 0.46 0.48 0.44 ——
f3 0.59 0.60 0.59 ——
f4 0.68 0.68 0.68 ——
f5 0.72 0.73 0.72 ——

EM

Weight (%) —— 29 33 24 15
f1 0.39 0.39 0.39 0.39

Mean (Hz) f2 0.47 0.48 0.47 0.47
f3 0.59 0.60 0.59 0.60
f4 0.69 0.69 0.69 0.69
f5 0.72 0.73 0.73 0.72
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5 Summary and conclusions

This study presented the performance of an unsupervised and nonparametric
clustering-based approach (GADBA) applied to detect damage in bridges, even in the
presence of environmental and operational influences. This approach is supported by a
novel method (CH) based on spacial geometry and sample density of each cluster, aiming
to eliminate redundant clusters, also known as structural components.

The proposed approach was compared with other three techniques extensively
studied in the literature (GMM, NLPCA and MSD), through their application on two
conceptually different but real-world data sets, from the Z-24 and Tamar Bridges, lo-
cated in Switzerland and United Kingdom, respectively. The structures were subjected to
strong known environmental and operational influences, which cause structural changes
due mainly to nonlinear effects of freezing and boundary conditions like thermal expan-
sions and contractions.

In terms of result analysis, as verified on the test bed structures, the GADBA-
based approach demonstrates to be: (i) as robust as the GMM-based one to detect the
existence of damage; and (ii) potentially more effective to model the baseline condition
and to remove the effects of the operational and environmental variability, as suggested
by the minimization of false alarms on the data from the Tamar Bridge. In a global
perspective is concluded that GADBA has the best classification performance in terms of
minimization of Type I and Type II errors, besides that GADBA showed to be the most
appropriated method when the main goal is attenuate false indications of damage. One
can note is none techniques presented need of a direct measure of variability sources, but
only the structural response in terms of temporal series acquired under environmental
and operational influences.

In terms of theory formulation, the proposed approach assumes no particular un-
derlying distribution. Additionally, its genetically guided characteristic increases the like-
lihood to obtain a solution close to the global optimal. On the other hand, the GMM
assumes the existence of Gaussian mixture distributions and the EM converges toward
a local optimum. Therefore, the GADBA-based approach is conceptually simpler to be
deployed in real-world applications and embedded in hardware (e.g., sensor nodes), in
situations where it is not possible to make any assumption about the data distribution.
Moreover, the CH algorithm provides special capabilities (inflation and observation den-
sity analysis) to regularize the number of components and better define clusters, resulting
in more accurate models to accomplish data normalization.
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Finally, based on the data sets used in this study, both the GADBA- and GMM-
based approaches fit the well-known theorem that there is no free lunch in which machine
learning algorithms are classified in two classes: specialized methods for some category of
problems and methods that maintain a reasonable performance in the solution of most
part of problems. Thus, the GMM fits in the category of specialized methods that do
not generate good results for all type of applications. On the other hand, the GADBA
fits the category in which results are acceptable, i.e., it has a superiority in terms of
generalization.

In the future it is intended to evaluate the GADBA performance coupled to kernel
projection methods and thereby employ new density functions radially symmetric in the
CHM (i.e., Epanechnikov kernel).
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